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• Even if a new neutral particle is discovered at accelerators, one 
must still prove that it is the cold dark matter.

Example: active neutrinos are neutral but are hot dark matter.

• Indirect detection of dark matter is subject to poorly known 
astrophysical backgrounds, so it is hard to claim an 
unconditional discovery (exception may be gamma-ray line).

• Direct detection seems the best way to prove the existence of 
particle dark matter.
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Recent and near-future detectors
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Background discrimination

From Sanglard 2005

Directional 
discrimination

Finding the dark matter particles is a fight against background
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Gaitskell 2009
Dark Matter, Sept 2007 Rick Gaitskell, Brown University, DOE

DM Direct Search Progress Over Time (2009)

    ~1 event kg-1 day-1       

   ~1 event 1 tonne-1 yr-1      

13

(Gross Masses kg)

ZEPLIN III.1

ZEPLIN III.2

LUX-ZEP 3000kg

LZ 20t

CDMS Soudan 2008

LUX 350kg

XENON 100kg
SuperCDMS

               25 kgXMASS 800kg

WARP 140kg

SuperCDMS
             125 kg

XENON 1000kg

σ=10-48
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Spin-independent (June 2012)16 G. Angloher et al.: Results from 730 kg days of the CRESST-II Dark Matter Search
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Fig. 12. (Color online) Light yield distribution of the accepted
events, together with the expected contributions of the back-
grounds and the possible signal. The solid and dashed lines
correspond to the parameter values in M1 and M2, respec-
tively.

6.2 Significance of a Signal

As described in Section 5.1, the likelihood function can be
used to infer whether our observation can be statistically
explained by the assumed backgrounds alone. To this end,
we employ the likelihood ratio test. The result of this test
naturally depends on the best fit point in parameter space,
and we thus perform the test for both likelihood maxima
discussed above. The resulting statistical significances, at
which we can reject the background-only hypothesis, are

for M1: 4.7�
for M2: 4.2�.

In the light of this result it seems unlikely that the
backgrounds which have been considered can explain the
data, and an additional source of events is indicated.
Dark Matter particles, in the form of coherently scatter-
ing WIMPs, would be a source with suitable properties.
We note, however, that the background contributions are
still relatively large. A reduction of the overall background
level will reduce remaining uncertainties in modeling these
backgrounds and is planned for the next run of CRESST
(see Section 7).

6.3 WIMP Parameter Space

In spite of this uncertainty, it is interesting to study the
WIMP parameter space which would be compatible with
our observations. Fig. 13 shows the location of the two
likelihood maxima in the (m�,�WN)-plane, together with
the 1� and 2� confidence regions derived as described in
Section 5.1. The contours have been calculated with re-
spect to the global likelihood maximum M1. We note that
the parameters compatible with our observation are con-
sistent with the CRESST exclusion limit obtained in an
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Fig. 13. The WIMP parameter space compatible with the
CRESST results discussed here, using the background model
described in the text, together with the exclusion limits from
CDMS-II [12], XENON100 [13], and EDELWEISS-II [14], as
well as the CRESST limit obtained in an earlier run [1]. Ad-
ditionally, we show the 90% confidence regions favored by Co-
GeNT [15] and DAMA/LIBRA [16] (without and with ion
channeling). The CRESST contours have been calculated with
respect to the global likelihood maximum M1.

earlier run [1], but in considerable tension with the limits
published by the CDMS-II [12] and XENON100 [13] ex-
periments. The parameter regions compatible with the ob-
servation of DAMA/LIBRA (regions taken from [16]) and
CoGeNT [15] are located somewhat outside the CRESST
region.

7 Future Developments

Several detector improvements aimed at a reduction of the
overall background level are currently being implemented.
The most important one addresses the reduction of the al-
pha and lead recoil backgrounds. The bronze clamps hold-
ing the target crystal were identified as the source of these
two types of backgrounds. They will be replaced by clamps
with a substantially lower level of contamination. A sig-
nificant reduction of this background would evidently re-
duce the overall uncertainties of our background models
and allow for a much more reliable identification of the
properties of a possible signal.

Another modification addresses the neutron back-
ground. An additional layer of polyethylene shielding
(PE), installed inside the vacuum can of the cryostat, will
complement the present neutron PE shielding which is
located outside the lead and copper shieldings.

The last background discussed in this work is the leak-
age from the e/�-band. Most of these background events
are due to internal contaminations of the target crystals
so that the search for alternative, cleaner materials and/or
production procedures is of high importance. The mate-
rial ZnWO4, already tested in this run, is a promising
candidate in this respect.
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05/09/11 Matthias Danninger                    TAUP 2011 7

IC40

Analysis Results from the Sun

details on SUSY-WIMP limits:
Abbasi et al., PRL. 102, 201302 (2009) (IC22 result)
ICRC 2011 (IC40+AMANDA result)
ICRC 2011 (IC86 sensitivity)

Combined multi-year limit 
from AMANDA, IceCube-
22 and IceCube-
40+AMANDA data
Total livetime of 1065 days

details on LKP limits:
Abbasi et al., PRD 81 (2010) 057101. (IC22 result)
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Coming up......

• XMASS (800 kg LXe, Kamioka, 2011-)

• TEXONO/CDEX (1 kg Ge, Jinping, 2011-)

• SuperCDMS (25kg Ge, Soudan, 2012-)

• LUX (350 kg LXe, Homestake, 2012-)

• DarkSide (50 kg LAr, Gran Sasso, 2012-)

• COUPP (60 kg CF3I, SNOLab, 2012-)

• XENON-1T (1 ton LXe, Gran Sasso, 2014-)

• DM-ICE, EURECA, DARWIN, PICO-LON and 
many many others
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The annual modulation
Drukier, Freese, Spergel 1986

S = S0 + Sm cos[!(t� t0)]

The WIMP bulk 
velocity w.r.t. Earth 
modulates from 
~232+15 km/s to 
~232-15 km/s with a 
period of one year

Annual modulation in WIMP flux and detection rate
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S = S0 + Sm cos[!(t� t0)]
S = S0 + Sm cos[!(t� t0)]

The DAMA modulation

Bernabei et al 1997-2012

8.2σ detection
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The CoGeNT modulation 4

FIG. 4: Time evolution of the rate in several energy regions.
The last bin spans eight days. A dotted line denotes the
best-fit modulation found. A solid line indicates nominal pre-
dictions (see text). These lines overlap for the bottom panels.

the muon flux at SUL varies seasonally by ±2%, and
radon levels by a factor ∼4 [24]. Muon-coincident events
constitute a few percent of the low-energy spectrum [1],
limiting a muon-induced modulated amplitude to <<1%
[6]. Rejection of veto-coincident events does not alter the
observed modulation. Radon displacement via pressur-
ized LN boil-off gas is continuously maintained at 2 l/min
within an aluminum shell encasing the lead shielding [25].
A radon-induced modulation would be expected to affect
a much broader spectral region than observed [26].

The CDMS collaboration has recently claimed [7] to
exclude a light-WIMP interpretation of CoGeNT and
DAMA/LIBRA observations. In view of the compatibil-
ity of a mχ∼7 GeV/c2, σSI ∼ 10−4pb WIMP with both
CoGeNT (Fig. 1) and CDMS [16], a search for an annual
modulation in CDMS data seems in order. Observations
from XENON10 [18] and XENON100 [8] have been used
to generate a similar rejection of light-WIMP scenarios.
The assumptions in [8, 18] are examined in [17], where
no presently compelling case for this exclusion is found.

In conclusion, presently available CoGeNT data favor
the presence of an annual modulation in the low-energy
spectral rate, for events taking place in the bulk of the
detector only. While its origin is presently unknown,

the spectral and temporal information are prima facie
congruent when the WIMP hypothesis is examined: in
particular, the WIMP mass region most favored by the
spectral analysis (Fig. 2) generates predictions for the
modulated amplitude in good agreement with observa-
tions, modulo the dependence of this assertion on the
choice of astrophysical parameters [21–23].
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phase compatible with 
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The CRESST unexplained excess

Adapted from Anglehor et al 2011

67 observed events cannot all be explained by background at 4σG. Angloher et al.: Results from 730 kg days of the CRESST-II Dark Matter Search 15

M1 M2

e/�-events 8.00± 0.05 8.00± 0.05

↵-events 11.5+2.6
�2.3 11.2+2.5

�2.3

neutron events 7.5+6.3
�5.5 9.7+6.1

�5.1

Pb recoils 15.0+5.2
�5.1 18.7+4.9

�4.7

signal events 29.4+8.6
�7.7 24.2+8.1

�7.2

m� [GeV] 25.3 11.6

�WN [pb] 1.6 · 10�6 3.7 · 10�5

Table 4. Results of the maximum likelihood fit. Shown are
the expected total contributions from the backgrounds consid-
ered as well as from a possible WIMP signal, for the parameter
values of the two likelihood maxima. The small statistical er-
ror given for the e/�-background reflects the large number of
observed events in the e/�-band. The other errors correspond
to a 1� confidence interval as determined by MINOS (see Sec-
tion 5.1). The corresponding WIMP mass and interaction cross
section are listed for each of the two likelihood maxima.

one event per module according to the choice of the ac-
ceptance region, with a negligible statistical uncertainty
due to the large number of events in the e/�-band. The
lead recoil and the ↵-background are similar to our simple
estimates given in Section 4. Both these backgrounds are
slightly larger than the contribution from neutron scatter-
ings. In the context of the latter, the fit assigns roughly
half of the coincident events to neutrons from a radioac-
tive source and to muon-induced neutrons, respectively.
This translates into about 10% of the single neutron back-
ground being muon-induced.

In both likelihood maxima the largest contribution is
assigned to a possible WIMP signal. The main di↵erence
between the two likelihood maxima concerns the best-fit
WIMP mass and the corresponding cross section, with
m� = 25.3GeV in case of M1 and m� = 11.6GeV for the
case M2. The possibility of two di↵erent solutions for the
WIMP mass can be understood as a consequence of the
di↵erent nuclei present in our target material. The given
shape of the observed energy spectrum can be explained
by two sets of WIMP parameters: in the case of M1, the
WIMPs are heavy enough to detectably scatter o↵ tung-
sten nuclei (cp. Fig. 1), about 69 % of the recoils are on
tungsten, ⇠ 25 % on calcium and ⇠ 7 % on oxygen, while
in M2, oxygen (52 %) and calcium recoils (48 %) constitute
the observed signal and lead to a similar spectral distri-
bution in terms of the recoil energy. The two possibilities
can, in principle, be discriminated by the light yield dis-
tribution of the signal events. However, at the low recoil
energies in question, there is considerable overlap between
the oxygen, calcium, and tungsten bands, so that we can
currently not completely resolve the ambiguity. This may,
however, change in a future run of the experiment.

Fig. 11 illustrates the fit result, showing an energy
spectrum of all accepted events together with the expected
contributions of backgrounds and WIMP signal. The solid
lines correspond to the likelihood maximum M1, while
the dashed lines belong to M2. The complicated shape
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Fig. 11. (Color online) Energy spectrum of the accepted
events from all detector modules, together with the expected
contributions from the considered backgrounds and a WIMP
signal, as inferred from the likelihood fit. The solid and dashed
lines correspond to the fit results M1 and M2, respectively.

of the expectations is the result of taking into account
the energy-dependent detector acceptances. In particular,
the di↵erent energy thresholds of the individual detector
modules lead to a steep increase of the expectations when
an additional module sets in.

We note that neither the expected ↵- or lead recoil
backgrounds nor a possible neutron background resemble
a WIMP signal in terms of the shape of their energy spec-
trum. Even if our analysis severely underestimated one
of these backgrounds, this could therefore hardly be the
explanation of the observed event excess.

On the other hand, the leakage of e/�-events rises
steeply towards low energies and one may be tempted to
consider a strongly underestimated e/�-background as the
source of the observation. However, in addition to the en-
ergy spectrum, also the distribution in the light yield pa-
rameter needs to be taken into account. Fig. 12 shows the
corresponding light yield spectrum of the accepted events,
together with the expectations from all considered sources.
Again, the shape of the expectations is the result of the
individual detector acceptances being considered. As ex-
pected, the contributions from the e/�- and also from the
↵-background quickly decrease towards lower light yields
and thus di↵er significantly from the expected distribution
of a WIMP signal.

In order to check the quality of the likelihood fit, we
calculate a p-value according to the procedure summarized
in Section 5.1. We divide the energy-light yield plane into
bins of 1 keV and 0.02, respectively, and include the accep-
tance region of each module as well as the alpha- and Pb
recoil reference regions in the calculation. The two likeli-
hood maxima are found to give very similar results, with
p-values of about 0.36 and 0.35, respectively. This not very
small value for p indicates an acceptable description by our
background-and-signal model.

Unexplained
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Fig. 12. (Color online) Light yield distribution of the accepted
events, together with the expected contributions of the back-
grounds and the possible signal. The solid and dashed lines
correspond to the parameter values in M1 and M2, respec-
tively.

6.2 Significance of a Signal

As described in Section 5.1, the likelihood function can be
used to infer whether our observation can be statistically
explained by the assumed backgrounds alone. To this end,
we employ the likelihood ratio test. The result of this test
naturally depends on the best fit point in parameter space,
and we thus perform the test for both likelihood maxima
discussed above. The resulting statistical significances, at
which we can reject the background-only hypothesis, are

for M1: 4.7�
for M2: 4.2�.

In the light of this result it seems unlikely that the
backgrounds which have been considered can explain the
data, and an additional source of events is indicated.
Dark Matter particles, in the form of coherently scatter-
ing WIMPs, would be a source with suitable properties.
We note, however, that the background contributions are
still relatively large. A reduction of the overall background
level will reduce remaining uncertainties in modeling these
backgrounds and is planned for the next run of CRESST
(see Section 7).

6.3 WIMP Parameter Space

In spite of this uncertainty, it is interesting to study the
WIMP parameter space which would be compatible with
our observations. Fig. 13 shows the location of the two
likelihood maxima in the (m�,�WN)-plane, together with
the 1� and 2� confidence regions derived as described in
Section 5.1. The contours have been calculated with re-
spect to the global likelihood maximum M1. We note that
the parameters compatible with our observation are con-
sistent with the CRESST exclusion limit obtained in an
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Fig. 13. The WIMP parameter space compatible with the
CRESST results discussed here, using the background model
described in the text, together with the exclusion limits from
CDMS-II [12], XENON100 [13], and EDELWEISS-II [14], as
well as the CRESST limit obtained in an earlier run [1]. Ad-
ditionally, we show the 90% confidence regions favored by Co-
GeNT [15] and DAMA/LIBRA [16] (without and with ion
channeling). The CRESST contours have been calculated with
respect to the global likelihood maximum M1.

earlier run [1], but in considerable tension with the limits
published by the CDMS-II [12] and XENON100 [13] ex-
periments. The parameter regions compatible with the ob-
servation of DAMA/LIBRA (regions taken from [16]) and
CoGeNT [15] are located somewhat outside the CRESST
region.

7 Future Developments

Several detector improvements aimed at a reduction of the
overall background level are currently being implemented.
The most important one addresses the reduction of the al-
pha and lead recoil backgrounds. The bronze clamps hold-
ing the target crystal were identified as the source of these
two types of backgrounds. They will be replaced by clamps
with a substantially lower level of contamination. A sig-
nificant reduction of this background would evidently re-
duce the overall uncertainties of our background models
and allow for a much more reliable identification of the
properties of a possible signal.

Another modification addresses the neutron back-
ground. An additional layer of polyethylene shielding
(PE), installed inside the vacuum can of the cryostat, will
complement the present neutron PE shielding which is
located outside the lead and copper shieldings.

The last background discussed in this work is the leak-
age from the e/�-band. Most of these background events
are due to internal contaminations of the target crystals
so that the search for alternative, cleaner materials and/or
production procedures is of high importance. The mate-
rial ZnWO4, already tested in this run, is a promising
candidate in this respect.

DAMA
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The CRESST unexplained excess

Adapted from Anglehor et al 2011

67 observed events cannot all be explained by background at 4σ

model-dependent

Light WIMPs!
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XENON

Limits from XENON-100, KIMS, CDMS, .....
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FIG. 5: Spin-independent elastic WIMP-nucleon cross-section
� as function of WIMP mass m�. The new XENON100 limit
at 90% CL, as derived with the Profile Likelihood method
taking into account all relevant systematic uncertainties, is
shown as the thick (blue) line together with the 1� and 2�
sensitivity of this run (shaded blue band). The limits from
XENON100 (2010) [7] (thin, black), EDELWEISS [6] (dotted,
orange), and CDMS [5] (dashed, orange, recalculated with
vesc = 544 km/s, v0 = 220 km/s) are also shown. Expecta-
tions from CMSSM are indicated at 68% and 95% CL (shaded
gray) [17], as well as the 90% CL areas favored by CoGeNT
(green) [18] and DAMA (light red, without channeling) [19].

and a density of ⇢� = 0.3GeV/cm3. The S1 energy res-
olution, governed by Poisson fluctuations, is taken into
account. Uncertainties in the energy scale as indicated in
Fig. 1 as well as uncertainties in vesc are profiled out and
incorporated into the limit. The resulting 90% confidence
level (CL) limit is shown in Fig. 5 and has a minimum
� = 7.0⇥10�45 cm2 at aWIMPmass ofm� = 50GeV/c2.
The impact of Le↵ data below 3 keVnr is negligible at
m� = 10GeV/c2. The sensitivity is the expected limit in
absence of a signal above background and is also shown
in Fig. 5 as 1� and 2� region. Due to the presence of
two events around 30 keVnr, the limit at higher m� is
weaker than expected. This limit is consistent with the
one from the standard analysis, which calculates the limit
based only on events in the WIMP search region with an
acceptance-corrected exposure, weighted with the spec-
trum of a m� = 100GeV/c2 WIMP, of 1471 kg ⇥ days.
This result excludes a large fraction of previously unex-

plored WIMP parameter space, and cuts into the region
where supersymmetric WIMP dark matter is accessible
by the LHC [17]. Moreover, the new result challenges
the interpretation of the DAMA [19] and CoGeNT [18]
results as being due to light mass WIMPs.
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New result on WIMP search 
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• Excludes 60 GeV/c2 DAMA region

Limits from XENON-100, KIMS, CDMS, .....
KIMS: CsI scintillation detector 
(similar to DAMA)

Wednesday, July 18, 12



XENON

4

0 200 400 600
−0.5

0

0.5

Days Since Jan. 1st

R
at

e 
[k

g 
da

y 
ke

V
nr

]−1

FIG. 1. (color online) The rate of CDMS II nuclear-recoil
band events is shown for the 5.0–11.9 keVnr interval (dark
blue), after subtracting the best-fit unmodulated rate, �d,
for each detector. The horizontal bars represent the time
bin extents, the vertical bars show ±1� statistical uncertain-
ties (note that one CDMS II time bin is of extremely short
duration). The CoGeNT rates (assuming a nuclear-recoil en-
ergy scale) and maximum-likelihood modulation model in this
energy range (light orange) are shown for comparison. The
CDMS exposure starts in late 2007, while the CoGeNT expo-
sure starts in late 2009.

rates in this energy range with amplitudes greater than
0.06 [keV

nr

kg day]�1 are excluded at the 99% C.L.
For comparison, a similar analysis was carried out us-

ing the publicly available CoGeNT data [19]. Our analy-
sis of CoGeNT data is consistent with previously pub-
lished analyses [6, 7, 14]. Figure 3 shows the modu-
lated spectrum of both CDMS II and CoGeNT, assum-
ing the phase (106 days) which best fits the CoGeNT
data over the full CoGeNT energy range. Compatibil-
ity between the annual modulation signal of CoGeNT
and the absence of a significant signal in CDMS is de-
termined by a likelihood-ratio test, which involves cal-
culating � ⌘ L

0

/L
1

, where L
0

is the combined max-
imum likelihood of the CoGeNT and CDMS data as-
suming both arise from the same simultaneous best-fit
values of M and �, while L

1

is the product of the maxi-
mum likelihoods when the best-fit values are determined
for each dataset individually. The probability distribu-
tion function of �2 ln� was mapped using simulation,
and agreed with the �2 distribution with two degrees
of freedom, as expected in the asymptotic limit of large
statistics and away from physical boundaries. The simu-
lation found only 82 of the 5⇥103 trials had a likelihood
ratio more extreme than was observed for the two ex-
periments, confirming the asymptotic limit computation
which indicated 98.3% C.L. incompatibility between the
annual-modulation signals of CoGeNT and CDMS for the
5.0–11.9 keV

nr

interval.
We extend this analysis by applying the same method

to CDMS II single-scatter and multiple-scatter events
without applying the ionization-based nuclear-recoil cut.
These samples are both dominated by electron recoils.
Figure 4 shows the confidence intervals for the allowed

  0
.17

5

0.3
5 [

keV
nr k

g d
ay

]−
1

//2 (~Apr.1)

3//2 (~Oct.1)

/
(~Jul.1)

0
(Jan.1)

FIG. 2. (color online) Allowed regions for annual modulation
of CoGeNT (light orange) and the CDMS II nuclear-recoil
sample (dark blue), for the 5.0–11.9 keVnr interval. In this
and the following polar plot, a phase of 0 corresponds to Jan-
uary 1st, the phase of a modulation signal predicted by generic
halo models (152.5 days) is highlighted by a dashed line, and
68% (thickest), 95%, and 99% (thinnest) C.L. contours are
shown.

0 2.27 5 7.3 9.6 11.9
−0.2

0

0.2

0.4

0.6

Recoil Energy [keVnr]M
od

ul
at

ed
 R

at
e 

[k
g 

da
y 

ke
V

nr
]−
1

  0 0.50 1.21 1.85 2.51 3.20
Recoil Energy [CoGeNT keVee]

FIG. 3. (color online) Amplitude of modulation vs. energy,
showing maximum-likelihood fits for both CoGeNT (light or-
ange circles, 68% confidence interval shown with vertical line)
and CDMS nuclear-recoil singles (dark blue rectangles, 68%
confidence interval given by rectangle height). The phase that
best fits CoGeNT over all energies (106 days) was chosen for
this representation. The upper horizontal scale shows the
electron-recoil-equivalent energy scale for CoGeNT events.
The 5–11.9 keVnr energy range over which this analysis over-
laps with the low-energy channel of CoGeNT has been divided
into 3 (CDMS) and 6 (CoGeNT) equal-sized bins.
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blue), after subtracting the best-fit unmodulated rate, �d,
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ties (note that one CDMS II time bin is of extremely short
duration). The CoGeNT rates (assuming a nuclear-recoil en-
ergy scale) and maximum-likelihood modulation model in this
energy range (light orange) are shown for comparison. The
CDMS exposure starts in late 2007, while the CoGeNT expo-
sure starts in late 2009.

rates in this energy range with amplitudes greater than
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kg day]�1 are excluded at the 99% C.L.
For comparison, a similar analysis was carried out us-

ing the publicly available CoGeNT data [19]. Our analy-
sis of CoGeNT data is consistent with previously pub-
lished analyses [6, 7, 14]. Figure 3 shows the modu-
lated spectrum of both CDMS II and CoGeNT, assum-
ing the phase (106 days) which best fits the CoGeNT
data over the full CoGeNT energy range. Compatibil-
ity between the annual modulation signal of CoGeNT
and the absence of a significant signal in CDMS is de-
termined by a likelihood-ratio test, which involves cal-
culating � ⌘ L
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mum likelihoods when the best-fit values are determined
for each dataset individually. The probability distribu-
tion function of �2 ln� was mapped using simulation,
and agreed with the �2 distribution with two degrees
of freedom, as expected in the asymptotic limit of large
statistics and away from physical boundaries. The simu-
lation found only 82 of the 5⇥103 trials had a likelihood
ratio more extreme than was observed for the two ex-
periments, confirming the asymptotic limit computation
which indicated 98.3% C.L. incompatibility between the
annual-modulation signals of CoGeNT and CDMS for the
5.0–11.9 keV

nr

interval.
We extend this analysis by applying the same method

to CDMS II single-scatter and multiple-scatter events
without applying the ionization-based nuclear-recoil cut.
These samples are both dominated by electron recoils.
Figure 4 shows the confidence intervals for the allowed
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FIG. 3. (color online) Amplitude of modulation vs. energy,
showing maximum-likelihood fits for both CoGeNT (light or-
ange circles, 68% confidence interval shown with vertical line)
and CDMS nuclear-recoil singles (dark blue rectangles, 68%
confidence interval given by rectangle height). The phase that
best fits CoGeNT over all energies (106 days) was chosen for
this representation. The upper horizontal scale shows the
electron-recoil-equivalent energy scale for CoGeNT events.
The 5–11.9 keVnr energy range over which this analysis over-
laps with the low-energy channel of CoGeNT has been divided
into 3 (CDMS) and 6 (CoGeNT) equal-sized bins.
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FIG. 1. (color online) The rate of CDMS II nuclear-recoil
band events is shown for the 5.0–11.9 keVnr interval (dark
blue), after subtracting the best-fit unmodulated rate, �d,
for each detector. The horizontal bars represent the time
bin extents, the vertical bars show ±1� statistical uncertain-
ties (note that one CDMS II time bin is of extremely short
duration). The CoGeNT rates (assuming a nuclear-recoil en-
ergy scale) and maximum-likelihood modulation model in this
energy range (light orange) are shown for comparison. The
CDMS exposure starts in late 2007, while the CoGeNT expo-
sure starts in late 2009.

rates in this energy range with amplitudes greater than
0.06 [keV

nr

kg day]�1 are excluded at the 99% C.L.
For comparison, a similar analysis was carried out us-

ing the publicly available CoGeNT data [19]. Our analy-
sis of CoGeNT data is consistent with previously pub-
lished analyses [6, 7, 14]. Figure 3 shows the modu-
lated spectrum of both CDMS II and CoGeNT, assum-
ing the phase (106 days) which best fits the CoGeNT
data over the full CoGeNT energy range. Compatibil-
ity between the annual modulation signal of CoGeNT
and the absence of a significant signal in CDMS is de-
termined by a likelihood-ratio test, which involves cal-
culating � ⌘ L
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, where L
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is the combined max-
imum likelihood of the CoGeNT and CDMS data as-
suming both arise from the same simultaneous best-fit
values of M and �, while L
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is the product of the maxi-
mum likelihoods when the best-fit values are determined
for each dataset individually. The probability distribu-
tion function of �2 ln� was mapped using simulation,
and agreed with the �2 distribution with two degrees
of freedom, as expected in the asymptotic limit of large
statistics and away from physical boundaries. The simu-
lation found only 82 of the 5⇥103 trials had a likelihood
ratio more extreme than was observed for the two ex-
periments, confirming the asymptotic limit computation
which indicated 98.3% C.L. incompatibility between the
annual-modulation signals of CoGeNT and CDMS for the
5.0–11.9 keV

nr

interval.
We extend this analysis by applying the same method

to CDMS II single-scatter and multiple-scatter events
without applying the ionization-based nuclear-recoil cut.
These samples are both dominated by electron recoils.
Figure 4 shows the confidence intervals for the allowed

  0
.17

5

0.3
5 [

keV
nr k

g d
ay

]−
1

//2 (~Apr.1)

3//2 (~Oct.1)

/
(~Jul.1)

0
(Jan.1)

FIG. 2. (color online) Allowed regions for annual modulation
of CoGeNT (light orange) and the CDMS II nuclear-recoil
sample (dark blue), for the 5.0–11.9 keVnr interval. In this
and the following polar plot, a phase of 0 corresponds to Jan-
uary 1st, the phase of a modulation signal predicted by generic
halo models (152.5 days) is highlighted by a dashed line, and
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FIG. 3. (color online) Amplitude of modulation vs. energy,
showing maximum-likelihood fits for both CoGeNT (light or-
ange circles, 68% confidence interval shown with vertical line)
and CDMS nuclear-recoil singles (dark blue rectangles, 68%
confidence interval given by rectangle height). The phase that
best fits CoGeNT over all energies (106 days) was chosen for
this representation. The upper horizontal scale shows the
electron-recoil-equivalent energy scale for CoGeNT events.
The 5–11.9 keVnr energy range over which this analysis over-
laps with the low-energy channel of CoGeNT has been divided
into 3 (CDMS) and 6 (CoGeNT) equal-sized bins.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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FIG. 5: Spin-independent elastic WIMP-nucleon cross-section
� as function of WIMP mass m�. The new XENON100 limit
at 90% CL, as derived with the Profile Likelihood method
taking into account all relevant systematic uncertainties, is
shown as the thick (blue) line together with the 1� and 2�
sensitivity of this run (shaded blue band). The limits from
XENON100 (2010) [7] (thin, black), EDELWEISS [6] (dotted,
orange), and CDMS [5] (dashed, orange, recalculated with
vesc = 544 km/s, v0 = 220 km/s) are also shown. Expecta-
tions from CMSSM are indicated at 68% and 95% CL (shaded
gray) [17], as well as the 90% CL areas favored by CoGeNT
(green) [18] and DAMA (light red, without channeling) [19].

and a density of ⇢� = 0.3GeV/cm3. The S1 energy res-
olution, governed by Poisson fluctuations, is taken into
account. Uncertainties in the energy scale as indicated in
Fig. 1 as well as uncertainties in vesc are profiled out and
incorporated into the limit. The resulting 90% confidence
level (CL) limit is shown in Fig. 5 and has a minimum
� = 7.0⇥10�45 cm2 at aWIMPmass ofm� = 50GeV/c2.
The impact of Le↵ data below 3 keVnr is negligible at
m� = 10GeV/c2. The sensitivity is the expected limit in
absence of a signal above background and is also shown
in Fig. 5 as 1� and 2� region. Due to the presence of
two events around 30 keVnr, the limit at higher m� is
weaker than expected. This limit is consistent with the
one from the standard analysis, which calculates the limit
based only on events in the WIMP search region with an
acceptance-corrected exposure, weighted with the spec-
trum of a m� = 100GeV/c2 WIMP, of 1471 kg ⇥ days.
This result excludes a large fraction of previously unex-

plored WIMP parameter space, and cuts into the region
where supersymmetric WIMP dark matter is accessible
by the LHC [17]. Moreover, the new result challenges
the interpretation of the DAMA [19] and CoGeNT [18]
results as being due to light mass WIMPs.
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FIG. 2: Left: Variation in the CoGeNT-favored parameter region for elastic spin-independent dark matter–

nucleon scattering for di↵erent assumptions on the surface background in CoGeNT (see text for details).

Right: The DAMA preferred regions for the standard assumption on the sodium quenching factor, qNa =

0.3, (orange region), for the smaller energy dependent qNa obtained in [41] (light red region), and for the

hypothetical case where scattering on iodine is forbidden (dark red region). In all cases, we have assumed

a 10% overall systematic uncertainty on the DAMA quenching factors.

preferred region in the m�–� plane towards lower cross sections and increases its overall size.
Similar conclusions have been reached in [41].

4.3. New sodium quenching factors for DAMA?

The quenching factors in the DAMA experiment, which are required to convert the ob-
served energy deposit (in units of keVee) to the true nuclear recoil energy from a dark matter
interaction (in keVnr), have been under active discussion for some time already [70, 72, 73],
and a new facet has been added to this discussion recently, when Collar et al. carried out
an independent measurement of q

Na

, the quenching factor for sodium recoils in NaI(Tl) [41].
Their results, which are in tension with results from other groups [74–78], indicate that q

Na

may be lower than the standard value q
Na

= 0.3 used by the DAMA collaboration and in
many phenomenological analysis. In particular, Collar et al. find q

Na

' 0.1 at 30 keVnr
nuclear recoil energy and q

Na

' 0.2 at 200 keVnr. This pronounced energy dependence of
q
Na

has also not been seen in previous measurements.
In fig. 2 (right), we explore the implications that Collar et al.’s results, should they

be confirmed, would have on the parameter space of elastic spin-independent DM–nucleon
scattering. The orange regions show the parameter values preferred by DAMA at the 90%
and 3� confidence levels for the standard assumption q

Na

= 0.3 ± 0.03, q
I

= 0.09 ± 0.009.
(As before, we include a 10% systematic uncertainty on the quenching factors.) In this
parameter region, the signal in DAMA is dominated by Na recoils since only a small fraction
ofO(10 GeV) dark matter particles can transfer enough energy to an iodine nucleus to induce
an event above the experimental energy threshold. The light red contours in fig. 2 (right)
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FIG. 1: Measurements of the germanium quenching factor
(Q

Ge

⌘ E
ionization

/E
Recoil

) over the energy range of the excess
events observed by CoGeNT. The solid line denotes the best
fit normalization to these measurements, assuming the slope
predicted by Lindhard theory (k = 0.20). The dashed lines
represent the upper and lower 2� normalizations, accounting
only for statistical errors. For the measurements used, see
Ref. [24]. Additional measurements by the CoGeNT collabo-
ration span down to E

Recoil

= 0.7 keV [25].

Q
Ge

(E
Recoil

= 3keV) = 0.218± 0.0058, and with the en-
ergy dependence predicted by the Lindhard theory. Note
that this neglects any systematic errors; the inclusion of
which would further enlarge the region of dark matter
parameter space potentially capable of accommodating
the CoGeNT signal.

For DAMA/LIBRA, measurements of the NaI(Tl)
quenching factors are often averaged over large ranges
of energy, hindering e↵orts to quantify the uncertainties
in the narrow energy range of interest for light dark mat-
ter particles. In particular, the DAMA/LIBRA collab-
oration reports a measurement of their sodium (in the
form of NaI, doped with thallium) quenching factor to be
Q

Na

= 0.30± 0.01 averaged over the energy recoil range
of 6.5 to 97 keV [26]. Other groups have reported similar
values: Q

Na

= 0.25±0.03 (over 20-80 keV), 0.275±0.018
(over 4-252 keV), and 0.4± 0.2 (over 5-100 keV) [27]. As
the sodium quenching factor is generally anticipated to
vary as a function of energy, it is very plausible that over
the range of recoil energies relevant for light (5-10) GeV
dark matter (approximately 5 to 20 keV) the quenching
factor could be somewhat higher than the average values
reported from these measurements [28] (see, for example,
Ref. [29] and discussion in Ref. [30]). For recoil energies
below approximately 20 keV, Ref. [31] reports a measure-
ment of Q

Na

= 0.33 ± 0.15, whereas Ref. [32] reports a
somewhat smaller value of Q

Na

= 0.252 ± 0.064 near 10
keV. A failure to account for the non-proportionality in

FIG. 2: The regions in the elastic scattering cross section (per
nucleon), mass plane in which dark matter provides a good fit
to the excess CoGeNT events and to the annual modulation
reported by DAMA/LIBRA (upper frame), as well as the re-
gion in which the combination of CoGeNT+DAMA/LIBRA
is well fit (lower frame). We have assumed that any e↵ects
of channeling are negligible and have adopted v

0

= 230 km/s
and v

esc

= 600 km/s. No errors associated with uncertainties
in the form factors have been taken into account. If these
and other systematics were fully included, the allowed region
would be expected to increase considerably. See text for more
details.

electron response at low energy [33] appears in the en-
ergy calibration of several of these measurements: the
need for additional precision measurements of quenching
factor near DAMA/LIBRA’s threshold of 2 keVee seems
evident. In our fits, we conservatively adopt a sodium
quenching factor of Q

Na

= 0.3 ± 0.13 over the energy
range of interest (E ⇡ 2 � 10 keVee), which we deem

Hooper, Collar, Hall, McKinsey 2010

Quite compatible
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FIG. 3: Best-fit components of the null and alternative mod-
els, overlapped on summed data, projected on Er and Ei.
Red: ER and SE combined through the Crystal Ball PDF
[15]. Green: ZC. Blue: NR. Black: sum of components. The
null model requires a large deviation of the ZC centroid to
Ei ∼ 0.5 keVee, hard to reconcile with adequate Ei calibra-
tions [12] and with the mean Ei of ZC events above ∼ 5 keVnr,
a region where their true centroid can be assessed (Fig. 2).
The separation between ZC and NR populations is noticeable
for data in the 5-11.9 keVnr analysis region used in [1].

energy is done as in [1], by using the more reliable ger-
manium quenching factor measured by CoGeNT [23].
Assuming this exponential distribution is the approxi-
mate response to a WIMP, we generate a CDMS region
of interest (ROI) in WIMP coupling vs. WIMPmass (Fig.
4, inset) that includes present uncertainties.

Our analysis allows for a straightforward estimate of
the sensitivity of the search for an annual modulation in
[1], by integrating best-fit signal (NR) and background
(ER, SE, ZC) components inside CDMS’s ±2σ NR, 5-
11.9 keVnr, ”signal box” (Fig. 1, blue enclosure). We find
that out of ∼ 167 events within, only 35% would corre-

FIG. 4: Blue: best-fit NR component for CDMS summed
detector data, translated to ionization scale and overlapped
on histogrammed CoGeNT data [4] after normalization to
the vertical scale. Neither is corrected for efficiency next to
threshold. Dotted blue lines represent the 1σ uncertainty in
the parameter A1 for NR. A dashed black line represents
known CoGeNT backgrounds (flat+cosmogenic [4]), which
provide an adequate fit to the data down to ∼ 1.2 keVee,
the lower boundary of the CDMS annual modulation search
region. Inset: 90% and 99% C.L. CDMS ROI in WIMP cou-
pling vs. mass (see text), including all present uncertainties
except for those related to CDMS’s energy scales [23]. ROI’s
for CoGeNT [4], CRESST [24] and DAMA [3] are from [6],
and include the effect of a residual surface event contamina-
tion in CoGeNT described in [4]. The DAMA ROI assumes
a Maxwellian dark matter halo: deviations from it can dis-
place it to lower WIMP couplings [5, 6, 25, 26]. Additional
uncertainties for DAMA exist [26].

spond to the putative WIMP (NR) signal. This trans-
lates into 0.035 NR events / keVnr kg day, whereas the
99% exclusion claimed in [1] is for modulations larger
than 0.06 events / keVnr kg day. In other words, even
at a modulation amplitude of 100%, the search in [1]
would fail to exclude a WIMP origin for the NR excess
seemingly present in CDMS data. Important additional
concerns about the search in [1] can be listed. For in-
stance, the addition of non-overlapping time periods [27]
from detectors spanning an order of magnitude in back-
ground rate within the signal box [14, 16], the negligible
overlap with the CoGeNT spectral region containing a
clear excess of events (Fig. 4), or unresolved issues related
to CDMS’s energy scales [23]. However, we emphasize
that the choice of signal box boundaries, one that results
in a poor signal-to-background ratio, is already sufficient
to cripple its sensitivity.

In conclusion, we find that recently released 2007-2008
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,

2 4 6 8 10 100

10−41

10−40

10−39

10−38

WIMP mass (GeV/c2)

W
IM

P
−n

uc
le

on
 c

ro
ss

 s
ec

ti
on

 (
cm

2 )

FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.

D. S. AKERIB et al. PHYSICAL REVIEW D 82, 122004 (2010)

122004-14

their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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their position within the detector tower (from top to bot-
tom). If the limit-setting intervals do not span multiple
detectors, the order will not affect the result. This tech-
nique allows the optimum interval method to calculate the
limit from the best individual-detector energy intervals.
The resulting limit reflects only a fraction of the exposure,
rather than the total exposure for the entire detector en-
semble. This is a trade-off we decided to accept before
calculating the limits. Each detector is clearly background
limited, particularly near threshold where our low-mass
WIMP sensitivity resides. Trading exposure for cleaner
energy intervals should yield stronger limits for low
masses. In hindsight, this turned out to be true for WIMP
masses less than 8 GeV=c2. The serialization technique
also allows for different detector types within the detector
ensemble, providing a natural method for combining the
Ge and Si data.

To include the effect of nonzero energy resolution prop-
erly, expected WIMP rates were separately calculated for
each detector and WIMP search (3 and 6 V data) in a series
of steps. The limit was calculated for 75 WIMP masses
between 1 and 100 GeV=c2. At each mass, the halo model
predicts the differential WIMP-nucleon scattering rate in
terms of an ideal, perfect-resolution recoil energy (see
Fig. 1 for example). Each detector’s ideal spectrum was
then convolved with its YNR-corrected recoil-energy reso-
lution listed in Table III (first two columns). Recall that the
hardware trigger and software phonon thresholds depend
solely on the phonon signal. The expectedWIMP spectrum
should therefore include noise from only the phonon
channel when the hardware and software threshold effi-
ciencies are applied. After application of these phonon-
only efficiencies, the spectrum was further smeared to
include the electronic noise of the ionization channel via
a second convolution with the quadrature difference be-
tween the Q-corrected (third and fourth columns of
Table III) and YNR-corrected recoil-energy resolutions.
The threshold-reduced expected WIMP spectrum, in terms
of Q-corrected recoil energy as measured by a ZIP detec-
tor, was then multiplied by the remaining analysis cut
efficiencies, which either depend weakly on this energy
estimator or are constant. Finally each detector’s doubly
smeared and efficiency-reduced expected WIMP rate was
scaled by the detector’s mass and exposure (listed in
Tables I and IV). The resulting distribution of expected
events per Q-corrected keV for each detector was used to
construct a cumulative probability that describes how
likely it is that a WIMP interaction deposited an energy
within each energy interval defined by that detector’s
candidate event energies. The 10 (4) individual probability
distributions were serialized as described above, and a
combined Ge and Si (Si only) optimum interval upper limit
was calculated at each WIMP mass. Note that although
particular care was taken to include the effect of nonzero
energy resolution for this result, it would have made only a

trivial contribution to the sensitivities of previous CDMS
results due to their higher thresholds.
The resulting exclusion limits are shown in Fig. 10, and

partially exclude parameter space associated with potential
signals from the DAMA/LIBRA [13,34] and CoGeNT [35]
experiments. The former includes the (small) effect of ion
channeling as modeled by Bozorgnia et al. [31]. The
combined Ge and Si limit cuts through the middle of the
99% confidence level signal region associated with Hooper
et al.’s [36] simultaneous fit to the DAMA/LIBRA and
CoGeNT data, and excludes new parameter space for
WIMP masses between 3 and 4 GeV=c2. Our limits are
compared to those from other experiments with strong low-
mass WIMP sensitivity in Fig. 11. The additional informa-
tion required to reproduce our results can be found in [39],
and includes the efficiencies and candidate event energies
for each detector and voltage bias.
A limit based on the Ge data alone was also calculated,

and found to be almost equal to the combined Ge and Si
limit (the difference is imperceptible in Figs. 10 and 12).
The serialization technique sets the limit according to the
most sensitive detectors. The Ge detectors were more
sensitive across the range of WIMP masses considered,
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FIG. 10 (color online). Comparison of 90% confidence level
upper limits from the combined Ge and Si (black/dark solid line,
our main result) and Si only (gray/light solid line) data, with
potential signal regions based on data from the DAMA/LIBRA
[34] and CoGeNT [35] experiments. The two (larger) oval-
shaped filled regions (pink/light shaded) represent the DAMA/
LIBRA annular modulation signal as interpreted by Savage et al.
[13] (99.7% C.L.), and include the effect of ion channeling as
modeled by Bozorgnia et al. [31]. The (smaller) oval-shaped
filled region is the 99% (gray/medium shaded) confidence level
signal region found by Hooper et al.’s [36] simultaneous best fit
to the DAMA/LIBRA and CoGeNT data. The elongated filled
regions are SUSY theory predictions by Bottino et al. [12]
for !WIMP <!CDMmin (green/medium shaded) and !WIMP !
!CDMmin (blue/dark shaded). Our limits assume a galactic
escape velocity of 544 km=s [15], while the potential signal
regions are based on a value of 600 km=s.
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FIG. 5: Spin-independent elastic WIMP-nucleon cross-section
� as function of WIMP mass m�. The new XENON100 limit
at 90% CL, as derived with the Profile Likelihood method
taking into account all relevant systematic uncertainties, is
shown as the thick (blue) line together with the 1� and 2�
sensitivity of this run (shaded blue band). The limits from
XENON100 (2010) [7] (thin, black), EDELWEISS [6] (dotted,
orange), and CDMS [5] (dashed, orange, recalculated with
vesc = 544 km/s, v0 = 220 km/s) are also shown. Expecta-
tions from CMSSM are indicated at 68% and 95% CL (shaded
gray) [17], as well as the 90% CL areas favored by CoGeNT
(green) [18] and DAMA (light red, without channeling) [19].

and a density of ⇢� = 0.3GeV/cm3. The S1 energy res-
olution, governed by Poisson fluctuations, is taken into
account. Uncertainties in the energy scale as indicated in
Fig. 1 as well as uncertainties in vesc are profiled out and
incorporated into the limit. The resulting 90% confidence
level (CL) limit is shown in Fig. 5 and has a minimum
� = 7.0⇥10�45 cm2 at aWIMPmass ofm� = 50GeV/c2.
The impact of Le↵ data below 3 keVnr is negligible at
m� = 10GeV/c2. The sensitivity is the expected limit in
absence of a signal above background and is also shown
in Fig. 5 as 1� and 2� region. Due to the presence of
two events around 30 keVnr, the limit at higher m� is
weaker than expected. This limit is consistent with the
one from the standard analysis, which calculates the limit
based only on events in the WIMP search region with an
acceptance-corrected exposure, weighted with the spec-
trum of a m� = 100GeV/c2 WIMP, of 1471 kg ⇥ days.
This result excludes a large fraction of previously unex-

plored WIMP parameter space, and cuts into the region
where supersymmetric WIMP dark matter is accessible
by the LHC [17]. Moreover, the new result challenges
the interpretation of the DAMA [19] and CoGeNT [18]
results as being due to light mass WIMPs.
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FIG. 2: Left: Variation in the CoGeNT-favored parameter region for elastic spin-independent dark matter–

nucleon scattering for di↵erent assumptions on the surface background in CoGeNT (see text for details).

Right: The DAMA preferred regions for the standard assumption on the sodium quenching factor, qNa =

0.3, (orange region), for the smaller energy dependent qNa obtained in [41] (light red region), and for the

hypothetical case where scattering on iodine is forbidden (dark red region). In all cases, we have assumed

a 10% overall systematic uncertainty on the DAMA quenching factors.

preferred region in the m�–� plane towards lower cross sections and increases its overall size.
Similar conclusions have been reached in [41].

4.3. New sodium quenching factors for DAMA?

The quenching factors in the DAMA experiment, which are required to convert the ob-
served energy deposit (in units of keVee) to the true nuclear recoil energy from a dark matter
interaction (in keVnr), have been under active discussion for some time already [70, 72, 73],
and a new facet has been added to this discussion recently, when Collar et al. carried out
an independent measurement of q

Na

, the quenching factor for sodium recoils in NaI(Tl) [41].
Their results, which are in tension with results from other groups [74–78], indicate that q

Na

may be lower than the standard value q
Na

= 0.3 used by the DAMA collaboration and in
many phenomenological analysis. In particular, Collar et al. find q

Na

' 0.1 at 30 keVnr
nuclear recoil energy and q

Na

' 0.2 at 200 keVnr. This pronounced energy dependence of
q
Na

has also not been seen in previous measurements.
In fig. 2 (right), we explore the implications that Collar et al.’s results, should they

be confirmed, would have on the parameter space of elastic spin-independent DM–nucleon
scattering. The orange regions show the parameter values preferred by DAMA at the 90%
and 3� confidence levels for the standard assumption q

Na

= 0.3 ± 0.03, q
I

= 0.09 ± 0.009.
(As before, we include a 10% systematic uncertainty on the quenching factors.) In this
parameter region, the signal in DAMA is dominated by Na recoils since only a small fraction
ofO(10 GeV) dark matter particles can transfer enough energy to an iodine nucleus to induce
an event above the experimental energy threshold. The light red contours in fig. 2 (right)

11

Not compatible

3

FIG. 1: Measurements of the germanium quenching factor
(Q

Ge

⌘ E
ionization

/E
Recoil

) over the energy range of the excess
events observed by CoGeNT. The solid line denotes the best
fit normalization to these measurements, assuming the slope
predicted by Lindhard theory (k = 0.20). The dashed lines
represent the upper and lower 2� normalizations, accounting
only for statistical errors. For the measurements used, see
Ref. [24]. Additional measurements by the CoGeNT collabo-
ration span down to E

Recoil

= 0.7 keV [25].

Q
Ge

(E
Recoil

= 3keV) = 0.218± 0.0058, and with the en-
ergy dependence predicted by the Lindhard theory. Note
that this neglects any systematic errors; the inclusion of
which would further enlarge the region of dark matter
parameter space potentially capable of accommodating
the CoGeNT signal.

For DAMA/LIBRA, measurements of the NaI(Tl)
quenching factors are often averaged over large ranges
of energy, hindering e↵orts to quantify the uncertainties
in the narrow energy range of interest for light dark mat-
ter particles. In particular, the DAMA/LIBRA collab-
oration reports a measurement of their sodium (in the
form of NaI, doped with thallium) quenching factor to be
Q

Na

= 0.30± 0.01 averaged over the energy recoil range
of 6.5 to 97 keV [26]. Other groups have reported similar
values: Q

Na

= 0.25±0.03 (over 20-80 keV), 0.275±0.018
(over 4-252 keV), and 0.4± 0.2 (over 5-100 keV) [27]. As
the sodium quenching factor is generally anticipated to
vary as a function of energy, it is very plausible that over
the range of recoil energies relevant for light (5-10) GeV
dark matter (approximately 5 to 20 keV) the quenching
factor could be somewhat higher than the average values
reported from these measurements [28] (see, for example,
Ref. [29] and discussion in Ref. [30]). For recoil energies
below approximately 20 keV, Ref. [31] reports a measure-
ment of Q

Na

= 0.33 ± 0.15, whereas Ref. [32] reports a
somewhat smaller value of Q

Na

= 0.252 ± 0.064 near 10
keV. A failure to account for the non-proportionality in

FIG. 2: The regions in the elastic scattering cross section (per
nucleon), mass plane in which dark matter provides a good fit
to the excess CoGeNT events and to the annual modulation
reported by DAMA/LIBRA (upper frame), as well as the re-
gion in which the combination of CoGeNT+DAMA/LIBRA
is well fit (lower frame). We have assumed that any e↵ects
of channeling are negligible and have adopted v

0

= 230 km/s
and v

esc

= 600 km/s. No errors associated with uncertainties
in the form factors have been taken into account. If these
and other systematics were fully included, the allowed region
would be expected to increase considerably. See text for more
details.

electron response at low energy [33] appears in the en-
ergy calibration of several of these measurements: the
need for additional precision measurements of quenching
factor near DAMA/LIBRA’s threshold of 2 keVee seems
evident. In our fits, we conservatively adopt a sodium
quenching factor of Q

Na

= 0.3 ± 0.13 over the energy
range of interest (E ⇡ 2 � 10 keVee), which we deem

Hooper, Collar, Hall, McKinsey 2010

Quite compatible

Collar 1106.0653

¡It’s a scandal!
           Juan Collar

4

FIG. 3: Best-fit components of the null and alternative mod-
els, overlapped on summed data, projected on Er and Ei.
Red: ER and SE combined through the Crystal Ball PDF
[15]. Green: ZC. Blue: NR. Black: sum of components. The
null model requires a large deviation of the ZC centroid to
Ei ∼ 0.5 keVee, hard to reconcile with adequate Ei calibra-
tions [12] and with the mean Ei of ZC events above ∼ 5 keVnr,
a region where their true centroid can be assessed (Fig. 2).
The separation between ZC and NR populations is noticeable
for data in the 5-11.9 keVnr analysis region used in [1].

energy is done as in [1], by using the more reliable ger-
manium quenching factor measured by CoGeNT [23].
Assuming this exponential distribution is the approxi-
mate response to a WIMP, we generate a CDMS region
of interest (ROI) in WIMP coupling vs. WIMPmass (Fig.
4, inset) that includes present uncertainties.

Our analysis allows for a straightforward estimate of
the sensitivity of the search for an annual modulation in
[1], by integrating best-fit signal (NR) and background
(ER, SE, ZC) components inside CDMS’s ±2σ NR, 5-
11.9 keVnr, ”signal box” (Fig. 1, blue enclosure). We find
that out of ∼ 167 events within, only 35% would corre-

FIG. 4: Blue: best-fit NR component for CDMS summed
detector data, translated to ionization scale and overlapped
on histogrammed CoGeNT data [4] after normalization to
the vertical scale. Neither is corrected for efficiency next to
threshold. Dotted blue lines represent the 1σ uncertainty in
the parameter A1 for NR. A dashed black line represents
known CoGeNT backgrounds (flat+cosmogenic [4]), which
provide an adequate fit to the data down to ∼ 1.2 keVee,
the lower boundary of the CDMS annual modulation search
region. Inset: 90% and 99% C.L. CDMS ROI in WIMP cou-
pling vs. mass (see text), including all present uncertainties
except for those related to CDMS’s energy scales [23]. ROI’s
for CoGeNT [4], CRESST [24] and DAMA [3] are from [6],
and include the effect of a residual surface event contamina-
tion in CoGeNT described in [4]. The DAMA ROI assumes
a Maxwellian dark matter halo: deviations from it can dis-
place it to lower WIMP couplings [5, 6, 25, 26]. Additional
uncertainties for DAMA exist [26].

spond to the putative WIMP (NR) signal. This trans-
lates into 0.035 NR events / keVnr kg day, whereas the
99% exclusion claimed in [1] is for modulations larger
than 0.06 events / keVnr kg day. In other words, even
at a modulation amplitude of 100%, the search in [1]
would fail to exclude a WIMP origin for the NR excess
seemingly present in CDMS data. Important additional
concerns about the search in [1] can be listed. For in-
stance, the addition of non-overlapping time periods [27]
from detectors spanning an order of magnitude in back-
ground rate within the signal box [14, 16], the negligible
overlap with the CoGeNT spectral region containing a
clear excess of events (Fig. 4), or unresolved issues related
to CDMS’s energy scales [23]. However, we emphasize
that the choice of signal box boundaries, one that results
in a poor signal-to-background ratio, is already sufficient
to cripple its sensitivity.

In conclusion, we find that recently released 2007-2008

Collar Fields 1204.3559

   The comparison depends on the model!

     - astrophysics model
           local density, velocity distribution
     - particle physics model
           mass, cross section (dependence on spin, velocity, energy, couplings)
     - detector response model
           energy resolution, quenching factors, channeling fraction
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Detector response model

.

✓
energy

response function

◆
= g(Eee, E)

Energy observed in detector, typically 
expressed in keV electron equivalent (keVee)

Recoil energy (keV)

Typically written as a single Gaussian with mean value

Eee = Q E

and standard deviation      ,  but may be different.�E

Quenching factor

From measured energy to recoil energy
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Altman et al 1973 (Phys.Rev. B7, 1743)

Scintillation output

Channeled

Not 
channeled

Monochromatic 16O beam 
through NaI(Tl) scintillator

Detector response model
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From Gemmel 1974, Rev. Mod. Phys. 46, 129

Channeling. If an ion incident onto the crystal moves in the 
direction of a symmetry axis or plane of the crystal, it has a 
series of small-angle scatterings which maintains it in the open 
channel.  The ion penetrates much further into the crystal than 
in other directions.

Detector response model
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From Gemmel 1974, Rev. Mod. Phys. 46, 129

Blocking. If an ion originating at a crystal lattice site moves in 
the direction of a symmetry axis or plane of the crystal, there 
is a reduction in the flux of the ion when it exit the crystal, 
creating a “blocking dip”.

Detector response model
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Channeling in DAMA’s NaI(Tl) is much 
less than previously published

Bozorgnia, Gelmini, Gondolo 2010

Graciela Gelmini-UCLA

Channeling probability of ions ejected from lattice sites: NaI (Tl)
More reasonable upper bounds at 20 K with lattice oscillations included

- Right: extreme dechanneling due to Tl with no re-channeling considered.

(Bozorgnia, Gelmiin, Gondolo 2010)
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Lin et al (TEXONO) 2007
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FIG. 3: A compilation of all quenching factor (QF) mea-
surements on germanium, with calculations from the TRIM
software [6] as well as by the Lindhard model [7] under two
parametrizations (k=0.20 and 0.15) overlaid.

of 10−39 cm2 throughout in this Section) at mχ = 5 GeV
would increase (become less constraining) from 0.81 to
0.88.

B. Quenching Factor

A compilation of all quenching factor (QF) measure-
ments on germanium is given in Figure 3. Overlaid are
calculations from the TRIM software [6] as well as by the
Lindhard model [7] under two parametrizations (k=0.20
and 0.157). Both schemes have been adopted in various
CDM experiments. It can be seen that the TRIM re-
sults explain well the QF measurements at both low and
high energy. Accordingly, we chose to use this scheme in
our analysis. The QF values are less than those evaluated
with the Lindhard (k=0.20) model, and hence would give
rise to more conservative results.

If Lindhard (k=0.20) would be used, the QF at 1 keV
recoil energy will be increased from 0.20 to 0.21. The
QF uncertainty estimations of 0.006 in Ref. [2] can ac-
count for this deviation. This alternative choice will
only have minor effects on the exclusion limits, decreas-
ing it (becoming more constraining) from 0.81 to 0.80 at

mχ = 5 GeV

C. Constructing Exclusion Plots

The unbinned “optimal interval method” as formu-
lated in Ref. [8] was adopted to derive the exclusion lim-
its. The unbinned formalism allows the use of all avail-
able information in the background spectra and was used
in other CDM experiments like CDMS and XENON. NO
background profile was assumed or subtracted, which is
also a conservative approach. The sensitivities at low mχ

under this scheme are driven by the absence of counts be-
tween 198 eV and 241 eV.

An alternative method would be to place the back-
ground events in different energy bins and follow the for-
malism of Ref. [9]. For instance, choosing 50-eV bins
for E>100 eV (thereby deliberately filling the hole at
200−250 eV), the σSI

χN limit at mχ = 5 GeV would in-
crease (become less constraining) from 0.81 to 1.20. This
reduction in sensitivities is expected since data binning
involves loss of information.

We conclude that our choices in these three aspects
of the experiment are justified. The sensitivities of the
physics results (exclusion upper limits) are dominated by
the statistical uncertainties of the background spectra.
The potential effects on them are minor if alternative
schemes would have be chosen instead.

∗ Corresponding Author: htwong@phys.sinica.edu.tw;
Tel:+886-2-2789-6789; FAX:+886-2-2788-9828.
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Chagani et al 0806.1916

Compilation of 
measurements of the 
quenching factor Q 
in NaI(Tl)
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Figure 13. Quenching factor of Na recoils in NaI(Tl). Experimental results from this work (filled black
squares), Spooner et al. [17] (open squares), Tovey et al. [18] (open triangles), Gerbier et al. [19] (open
circles) and Simon et al. [20] (open diamond) are shown. Additionally, the preliminary theoretical estimation
of the quenching factor from Hitachi [25] is represented by the solid black line.

by Lindhard theory and calculated by SRIM differ by 15% at most, although bigger discrepancies
are present for the electronic stopping power. When compared with experimental data, the original
Lindhard theory is closest to giving an accurate prediction for these media.

Neither Lindhard theory nor the results from SRIM reproduce the shape of the experimental
results for Na recoils in NaI(Tl). Unlike the prediction from Hitachi [25], which provides a better
resemblance to the pattern seen, they do not consider the effect of electronic quenching due to high
LET of ions. However, the appearance of the dip remains unexplained.

6. Conclusion

Quenching factor measurements have been performed for sodium recoils in a 5 cm diameter, cylin-
drical NaI(Tl) crystal. The results show an average quenching factor of 22.1% at energies less than
50 keVnr, in agreement with other measurements. Results from simulations confirm that the con-
tribution from multiple scattering events provides a featureless background, and can be neglected.
The results do not reproduce the shape of the predicted curves from Lindhard theory, and SRIM and
TRIM. However, the predicted quenching factor from Hitachi [25], which takes electronic quench-
ing into account, compares favourably with the experimental results. The presence of a dip in the
quenching factor at around 40 keVnr is observed.
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 This is where one can tweak to 
make DAMA and CoGeNT 

compatible.
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Compilation of measurements 
of the light efficiency factor Leff 
in liquid xenon

Aprile et al (XENON100), 1104.2549

2

tion light (S1) and ionization electrons, the latter being
detected through the process of proportional scintilla-
tion (S2) in the gaseous xenon above the liquid. Both
S1 and S2 signals are registered by photomultiplier tubes
(PMTs), at the bottom of the LXe target for optimal
light collection, and placed above in the gas phase. The
interaction vertex is reconstructed in 3 dimensions, with
the (x, y)-position determined from the hit pattern of the
localized S2 signal on the top PMT array, and the z-
coordinate deduced from the drift time between the S1
and S2 signals. This allows to fiducialize the target vol-
ume to exploit the excellent self-shielding capabilities of
LXe. Due to their di↵erent ionization densities, ERs (�,
� background) and NRs (WIMP signal or neutron back-
ground) have a di↵erent S2/S1 ratio, which is used as
discrimination parameter.

The 242 PMTs used in XENON100 are 100-square
Hamamatsu R8520-AL PMTs with a quantum e�ciency
of ⇠30% at the Xe light wavelength of 178 nm, and low
intrinsic radioactivity [8]. The measured average energy
threshold of the LXe veto is ⇠ 100 keVee.

The TPC is installed inside a vacuum insulated stain-
less steel cryostat which is surrounded by a passive shield
made of high purity copper, polyethylene, lead and water
in order to suppress external backgrounds. A constant
flow of high-purity nitrogen boil-o↵ gas keeps the 222Rn
level inside the shield < 1Bq/m3. A 200 W pulse tube
refrigerator, installed outside the shield structure, keeps
the detector at its operating temperature of �91�C, with
excellent stability over time (fluctuations <0.05%). To
bring calibration sources (60Co, 137Cs, 241AmBe) close
to the target, a copper tube penetrates the shield and
winds around the cryostat. XENON100 is installed un-
derground at the Italian Laboratori Nazionali del Gran
Sasso (LNGS) below an average 3600m water equivalent
rock overburden, which reduces the muon flux by a fac-
tor ⇠ 106.
At low energies, the event trigger is provided by the S2

signal. The summed signal of 84 central PMTs is shaped
and fed into a low-threshold discriminator. The trigger
e�ciency has been measured to be > 99% at 300 photo-
electrons (PE) in S2.

Three algorithms are used to reconstruct the (x, y) co-
ordinates of the events. They yield consistent results out
to a radius of 14.2 cm, with the active TPC radius be-
ing 15.3 cm. The (x, y) resolution was measured with
a collimated source and is <3 mm (1�). The algorithm
based on a Neural Network gives the most homogeneous
response and thus is used for event positioning, while
the information from the other algorithms is used for
consistency checks. The drift time measurement gives a
z-position resolution of 0.3mm (1�) and allows to dis-
tinguish two S2 interaction vertices if separated by more
than 3 mm in z. The positions are corrected for non-
uniformities of the drift field, as inferred from a finite-
element simulation and validated by data.

XENON100 uses continuous xenon purification
through a hot getter. The mean electron lifetime ⌧e is
indicative of the amount of charge lost to impurities [11].
It increased from 230µs to 380µs for the data reported
here, as measured weekly with 137Cs calibrations. A
linear fit to the ⌧e time evolution yields the z-correction
for the S2 signals with negligible systematic uncer-
tainty (< 2.5%). (x, y) variations of the S2 signal are
corrected using a map obtained with the 662 keVee line
from 137Cs.
The spatial dependence of the S1 signal due to the

non-uniform light collection is corrected for using a map
obtained with the 40 keVee line from neutrons scatter-
ing inelastically on 129Xe. It agrees within 3% with
maps inferred from data using the 662 keVee line and the
164 keVee line, from neutron-activated 131mXe. The light
yield Ly(122 keVee) = (2.20± 0.09)PE/keVee at the ap-
plied drift field of 530V/cm in the LXe is determined
by a fit to the light yields measured with all available
calibration lines [7].
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FIG. 1: All direct measurements of Le↵ [12, 13] described by a
Gaussian distribution to obtain the mean (solid line) and the
uncertainty band (shaded blue, 1� and 2�). Below 3 keVnr,
where no direct measurements exist, the trend is logarithmi-
cally extrapolated to Le↵ = 0 at 1 keVnr.

The NR energy Enr is inferred from the S1 signal us-
ing Enr=(S1/Ly)(1/Le↵)(See/Snr). The scintillation ef-
ficiency Le↵ of NRs relative to the one of 122 keVee �-
rays at zero field is taken as the parametrization shown
in Fig. 1, which is strongly supported by measurements
from the Columbia group [12] but includes all direct mea-
surements of this quantity [13]. Le↵ is logarithmically ex-
trapolated below the lowest measured energy of 3 keVnr.
The electric field scintillation quenching factors for ERs
See = 0.58 and NRs Snr = 0.95 are taken from [14].
From a comparison of the measured background rate

with Monte Carlo simulations of the XENON100 elec-
tromagnetic background [10], a natKr concentration of
(700 ± 100) ppt is inferred for the data reported here,
higher than in the 11 days data reported earlier [7].
The additional Kr was introduced by an air leak dur-
ing maintenance work on the gas re-circulation pump,
prior to the start of the data-taking period. This
results in an expected ER background of < 22 ⇥

 This is where most of the 
CoGeNT/XENON debate is.

Eee = S1/Ly(122keVee)
Q = Le↵(Snr/See)

Detector response model
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Quenching factor Eee = Q E
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FIG. 3: A compilation of all quenching factor (QF) mea-
surements on germanium, with calculations from the TRIM
software [6] as well as by the Lindhard model [7] under two
parametrizations (k=0.20 and 0.15) overlaid.

of 10−39 cm2 throughout in this Section) at mχ = 5 GeV
would increase (become less constraining) from 0.81 to
0.88.

B. Quenching Factor

A compilation of all quenching factor (QF) measure-
ments on germanium is given in Figure 3. Overlaid are
calculations from the TRIM software [6] as well as by the
Lindhard model [7] under two parametrizations (k=0.20
and 0.157). Both schemes have been adopted in various
CDM experiments. It can be seen that the TRIM re-
sults explain well the QF measurements at both low and
high energy. Accordingly, we chose to use this scheme in
our analysis. The QF values are less than those evaluated
with the Lindhard (k=0.20) model, and hence would give
rise to more conservative results.

If Lindhard (k=0.20) would be used, the QF at 1 keV
recoil energy will be increased from 0.20 to 0.21. The
QF uncertainty estimations of 0.006 in Ref. [2] can ac-
count for this deviation. This alternative choice will
only have minor effects on the exclusion limits, decreas-
ing it (becoming more constraining) from 0.81 to 0.80 at

mχ = 5 GeV

C. Constructing Exclusion Plots

The unbinned “optimal interval method” as formu-
lated in Ref. [8] was adopted to derive the exclusion lim-
its. The unbinned formalism allows the use of all avail-
able information in the background spectra and was used
in other CDM experiments like CDMS and XENON. NO
background profile was assumed or subtracted, which is
also a conservative approach. The sensitivities at low mχ

under this scheme are driven by the absence of counts be-
tween 198 eV and 241 eV.

An alternative method would be to place the back-
ground events in different energy bins and follow the for-
malism of Ref. [9]. For instance, choosing 50-eV bins
for E>100 eV (thereby deliberately filling the hole at
200−250 eV), the σSI

χN limit at mχ = 5 GeV would in-
crease (become less constraining) from 0.81 to 1.20. This
reduction in sensitivities is expected since data binning
involves loss of information.

We conclude that our choices in these three aspects
of the experiment are justified. The sensitivities of the
physics results (exclusion upper limits) are dominated by
the statistical uncertainties of the background spectra.
The potential effects on them are minor if alternative
schemes would have be chosen instead.

∗ Corresponding Author: htwong@phys.sinica.edu.tw;
Tel:+886-2-2789-6789; FAX:+886-2-2788-9828.
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tion light (S1) and ionization electrons, the latter being
detected through the process of proportional scintilla-
tion (S2) in the gaseous xenon above the liquid. Both
S1 and S2 signals are registered by photomultiplier tubes
(PMTs), at the bottom of the LXe target for optimal
light collection, and placed above in the gas phase. The
interaction vertex is reconstructed in 3 dimensions, with
the (x, y)-position determined from the hit pattern of the
localized S2 signal on the top PMT array, and the z-
coordinate deduced from the drift time between the S1
and S2 signals. This allows to fiducialize the target vol-
ume to exploit the excellent self-shielding capabilities of
LXe. Due to their di↵erent ionization densities, ERs (�,
� background) and NRs (WIMP signal or neutron back-
ground) have a di↵erent S2/S1 ratio, which is used as
discrimination parameter.
The 242 PMTs used in XENON100 are 100-square

Hamamatsu R8520-AL PMTs with a quantum e�ciency
of ⇠30% at the Xe light wavelength of 178 nm, and low
intrinsic radioactivity [8]. The measured average energy
threshold of the LXe veto is ⇠ 100 keVee.

The TPC is installed inside a vacuum insulated stain-
less steel cryostat which is surrounded by a passive shield
made of high purity copper, polyethylene, lead and water
in order to suppress external backgrounds. A constant
flow of high-purity nitrogen boil-o↵ gas keeps the 222Rn
level inside the shield < 1Bq/m3. A 200 W pulse tube
refrigerator, installed outside the shield structure, keeps
the detector at its operating temperature of �91�C, with
excellent stability over time (fluctuations <0.05%). To
bring calibration sources (60Co, 137Cs, 241AmBe) close
to the target, a copper tube penetrates the shield and
winds around the cryostat. XENON100 is installed un-
derground at the Italian Laboratori Nazionali del Gran
Sasso (LNGS) below an average 3600m water equivalent
rock overburden, which reduces the muon flux by a fac-
tor ⇠ 106.
At low energies, the event trigger is provided by the S2

signal. The summed signal of 84 central PMTs is shaped
and fed into a low-threshold discriminator. The trigger
e�ciency has been measured to be > 99% at 300 photo-
electrons (PE) in S2.
Three algorithms are used to reconstruct the (x, y) co-

ordinates of the events. They yield consistent results out
to a radius of 14.2 cm, with the active TPC radius be-
ing 15.3 cm. The (x, y) resolution was measured with
a collimated source and is <3 mm (1�). The algorithm
based on a Neural Network gives the most homogeneous
response and thus is used for event positioning, while
the information from the other algorithms is used for
consistency checks. The drift time measurement gives a
z-position resolution of 0.3mm (1�) and allows to dis-
tinguish two S2 interaction vertices if separated by more
than 3 mm in z. The positions are corrected for non-
uniformities of the drift field, as inferred from a finite-
element simulation and validated by data.

XENON100 uses continuous xenon purification
through a hot getter. The mean electron lifetime ⌧e is
indicative of the amount of charge lost to impurities [11].
It increased from 230µs to 380µs for the data reported
here, as measured weekly with 137Cs calibrations. A
linear fit to the ⌧e time evolution yields the z-correction
for the S2 signals with negligible systematic uncer-
tainty (< 2.5%). (x, y) variations of the S2 signal are
corrected using a map obtained with the 662 keVee line
from 137Cs.
The spatial dependence of the S1 signal due to the

non-uniform light collection is corrected for using a map
obtained with the 40 keVee line from neutrons scatter-
ing inelastically on 129Xe. It agrees within 3% with
maps inferred from data using the 662 keVee line and the
164 keVee line, from neutron-activated 131mXe. The light
yield Ly(122 keVee) = (2.20± 0.09)PE/keVee at the ap-
plied drift field of 530V/cm in the LXe is determined
by a fit to the light yields measured with all available
calibration lines [7].
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FIG. 1: All direct measurements of Le↵ [12, 13] described by a
Gaussian distribution to obtain the mean (solid line) and the
uncertainty band (shaded blue, 1� and 2�). Below 3 keVnr,
where no direct measurements exist, the trend is logarithmi-
cally extrapolated to Le↵ = 0 at 1 keVnr.

The NR energy Enr is inferred from the S1 signal us-
ing Enr=(S1/Ly)(1/Le↵)(See/Snr). The scintillation ef-
ficiency Le↵ of NRs relative to the one of 122 keVee �-
rays at zero field is taken as the parametrization shown
in Fig. 1, which is strongly supported by measurements
from the Columbia group [12] but includes all direct mea-
surements of this quantity [13]. Le↵ is logarithmically ex-
trapolated below the lowest measured energy of 3 keVnr.
The electric field scintillation quenching factors for ERs
See = 0.58 and NRs Snr = 0.95 are taken from [14].
From a comparison of the measured background rate

with Monte Carlo simulations of the XENON100 elec-
tromagnetic background [10], a natKr concentration of
(700 ± 100) ppt is inferred for the data reported here,
higher than in the 11 days data reported earlier [7].
The additional Kr was introduced by an air leak dur-
ing maintenance work on the gas re-circulation pump,
prior to the start of the data-taking period. This
results in an expected ER background of < 22 ⇥

Aprile et al (XENON100), 1104.2549
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 This is where one can tweak to 
make experiments compatible.

Graciela Gelmini-UCLA

Channeling probability of ions ejected from lattice sites: NaI (Tl)
More reasonable upper bounds at 20 K with lattice oscillations included

- Right: extreme dechanneling due to Tl with no re-channeling considered.

(Bozorgnia, Gelmiin, Gondolo 2010)
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Astrophysics model: local density

4 P. Salucci et al.: Dark Matter density at the Sun’s location

maximal value and it corresponds, out to R�, to a solid body
halo profile: Vh / R↵h with ↵h = 1. Instead, all mass model-
ing performed so far for the MW and for external galaxies have
found a lower value ↵h(3RD)  0.8, which yields �M = 0.77.
We can also set a lower limit for the disk mass, i.e. �m: first,
the microlensing optical depth to Baade’s Window constrains
the baryonic matter within the solar circle to be greater than
3.9 1010M� (McMillan, Binney 2009). Moreover, the MW disk
B-band luminosity LB = 2 ⇥ 1010L� coupled with the very rea-
sonable value MD/LB = 2 again implies MD ' 4 1010M�. All
this implies �m = �M/1.3 ' 0.65.3 We thus take � = 0.72+0.05

�0.07 as
reference range.

Using the reference values, we get

⇢� = 0.43
GeV
cm3

"
1 + 2.9↵� � 0.64

✓
� � 0.72

◆
+ 0.45

✓
r�D � 3.4

◆

� 0.1
 

z0

kpc
� 0.25

!
+ 0.10

✓
q � 0.95

◆

+ 0.07
 

!

km/s kpc
� 30.3

! #
. (11)

This equation, which is the main result of our paper, estimates
the DM density at the Sun’s location in an analytic way, in terms
of the involved observational quantities at their present status
of knowledge. The equation is written in a form such that, for
the present reference values of these quantities, the term in the
square brackets on the r.h.s equals 1, so that the central result is
⇢� = 0.43 GeV/cm3. As such, the determination is ready to ac-
count for future changes, improved measurement or any choice
of ↵�, �, z0, !, r�D, q di↵erent from the reference values adopted
here, by simply inserting them in the r.h.s. of eq (11).

The next step is to estimate the uncertainty in the present de-
termination of ⇢�, which is triggered entirely by the uncertainties
of the quantities entering the determination. From equation (11)
and the allowed range of values discussed above, we see that
the main sources of uncertainty are ↵�, � and r�D, which appear
in the first line. The other parameters give at most variations of
2-3%, and can be neglected in the following.

Then, first, it is illustrative to consider ↵�, � and r�D as inde-
pendent quantities. We thus have:

⇢� =
✓
0.43 ± 0.094(↵�) ⌥ 0.016(�) ± 0.096(r�D)

◆GeV
cm3 , (12)

where A(x) means that A is the total e↵ect due to the possible
span of the quantity x.

At this point, we can go one step further, assuming that the
MW is a typical spiral, and using recent results for the distribu-
tion of matter in external galaxies, namely that DM halos around
spirals are self similar (Salucci et al. 2007) and that the frac-
tional amount of stellar matter � shapes the rotation curve slope
↵� (Persic, Salucci 1990):

� = 0.72 � 0.95↵� . (13)

3 While these constraints of the disk mass reduce the uncertainty in
the present determination of ⇢�, they improve the performance of the
traditional method very little, where the uncertainties in the disk mass
value do not trigger the most serious uncertainties of the mass modeling,
as discussed in the Introduction.

Using this relation in equation (11) we find (neglecting the irrel-
evant q and z0 terms)

⇢� = 0.43
GeV
cm3

"
1 + 3.5↵� + 0.45

✓
r�D � 3.4

◆
+

+ 0.07
 

!

km/s kpc
� 30.3

! #
. (14)

From the current known uncertainties, with the estimated range
of ↵�, we find

⇢� =
✓
0.430 ± 0.113(↵�) ± 0.096(r�D)

◆GeV
cm3 . (15)

This is our final estimate, which is somewhat higher than pre-
vious determinations. Its uncertainty mainly reflects our poor
knowledge of the velocity slope ↵� and the uncertainty in the
galactocentric Sun distance.

3. Discussion and conclusion

In this work we have provided a model-independent kinemati-
cal determination of ⇢�. The method proposed here derives ⇢�
directly from the solution of the equation of centrifugal equi-
librium, by estimating the di↵erence between the ‘total’ density
and that of the stellar component.

The method leads to an optimal kinematical determination
of ⇢�, avoiding model-dependent and dubious tasks mandatory
with the standard method, i.e., a) to assume a particular DM den-
sity profile and a specific dynamical status for the tracers of the
gravitational potential, b) to deal with the non-negligible uncer-
tainties of the global MW kinematics, c) to uniquely disentangle
the flattish RC into the di↵erent bulge/disk/halo components.

While the measure of ⇢� can be performed in an ingenious
way, it cannot escape the fact that it ultimately depends at least
on three local quantities, the slope of the circular velocity at the
Sun, the fraction of its amplitude due to the DM, and the ratio be-
tween the Sun galactocentric distance and the disk scale-length,
whose uncertainty unavoidably propagates in the result.

Two of these three quantities can be related by noting that the
MW is a typical Spiral and using the relations available for these
kind of galaxies (Salucci et al. 2007), so that the final uncertainty
can be slightly reduced.

We found that some oblateness of the DM halo and the small
finite thickness of the stellar disk play a limited role in the mea-
sure. However, we took them into account by the simple correc-
tion terms described.

The resulting local DM density that we find, ⇢� = (0.43 ±
0.11(↵�) ± 0.10(r�D)) GeV/cm3, is still consistent with previous
determinations, or slightly higher. However, the determination is
free from theoretical assumptions and can be easily updated by
means of equation (11) as the relevant quantities will become
better known.4

A final comment is in order. The values of ⇢� found in pre-
vious studies by means of the traditional methods (e.g. Sofue
et al. 2009; Weber, de Boer 2009) di↵er among themselves and
also from the present value only by a small factor. This rela-
tively good agreement in the values does not imply a concor-
dance in the underlying mass models, in the various assumptions
taken or in the data set employed, but is mainly due to the fact

4 Again, in the traditional method most of the uncertainty in the mea-
sure of ⇢� discussed in the Introduction cannot be overcome by having
more and better data.
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FIG. 5: Constraints on the Dark Matter distribution parameters ⇢0 and ↵ for a generalised NFW (left) and an Einasto (right)
profile using the baryonic model 5. The thick dot-dashed curve is the 2� constraint already shown in Figure 3, while the
contours show the parameter space producing a good fit to the rotation curve (��2 = 2.30, 6.18) with the best-fit configuration
indicated by the cross. The shadowed rectangle encompasses the ranges of profile slopes found in numerical simulations and the
values of ⇢0 found in the recent literature (see Section II), while the red filled circle in the left frame marks the parameter set
(⇢0 = 0.4 GeV/cm3,↵ = 1.0) used to produce Figure 2. The empty up-triangle, circle and down-triangle in the left frame show
the local density and shape of the DM profile upon adiabatic contraction of the initial profile indicated by the corresponding
filled symbols. The adiabatic contraction was applied using model 5 to fix the baryonic distribution Mb(< r), that entails
fb = 5.2%, 4.0%, 3.0% for the up-triangle, circle and down-triangle, respectively. In both frames we have fixed rs = 20 kpc,
R0 = 8.0 kpc and v0 = 230 km/s.

5 for the baryonic component, we have contracted the
initial profiles indicated in Figure 5 (left) by the filled
up-triangle, circle and down-triangle with f

b

= M
b

(<
200 kpc)/M

tot

(< 200 kpc) = 5.2%, 4.0%, 3.0%, respec-
tively. The final DM profile turns out to be well fitted by
a generalised NFW function with parameters marked by
the empty symbols in the same Figure (the contracted
profile corresponding to the filled circle is indicated by
the red long-dashed line in the bottom right frame of
Figure 2). In particular, we find enhanced local DM den-
sities and slopes ↵ ' 1.6 � 1.7, which are slightly above
the value ↵ = 1.5 found elsewhere [73] (see also refer-
ences therein) but note that we are using the original
adiabatic contraction model [57] and not one of its refine-
ments [58, 59]. Although our analysis cannot rule out the
presence of adiabatically compressed profiles since they
depend on the initial total mass distribution and on the
specific baryonic model adopted, it definitely allows us to
claim that if the present-day DM profile is steeply rising
towards the centre, then the local DM density must be
small. For the specific case of ↵ = 1.5 (1.7) we find an
1� range ⇢0 ' 0.25� 0.35 (0.22� 0.30) GeV/cm3. Some
of the extreme models discussed in the literature, e.g. in
the context of indirect DM searches [73, 74], are therefore
found to be ruled out by a combination of microlensing
and dynamical observations.

VI. CONCLUSIONS

We have studied the constraints that microlensing and
dynamical observations can set on the distribution of
Dark Matter in the Galaxy, keeping into account all
experimental uncertainties. Starting from state-of-the-
art models for the galactic baryonic component, we have
rescaled them to match the observed microlensing optical
depth towards the galactic bulge, and compared the re-
sulting rotation curve with the one inferred from terminal
velocities of gas clouds and other kinematical probes.

This allowed us to revisit the compatibility of di↵erent
observational probes with the results that emerge from
numerical simulation in ⇤CDM cosmologies. We have
followed two di↵erent approaches. In the first one, we
have set conservative upper limits on the Dark Matter
local density and profile shape towards the centre of the
Galaxy, working with generalised NFW and Einasto pro-
files. The fiducial parameters usually adopted in the lit-
erature for both profiles have been found to be safely
within the allowed regions set by our analysis, contrary
to earlier claims of inconsistency between observations
and cuspy Dark Matter profiles.

In our second approach, we focussed on the only bary-
onic model among those discussed here that also contains

Iocco, Pato, Bertone, Jetzer 2010
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placed on the slope of the DM profile in our Galaxy: for
the fiducial density ⇢0 = 0.4 GeV/cm3, Figure 3 excludes
↵ & 1.5 (↵ . 0.06) for the generalised NFW (Einasto)
profile. Notice that in the NFW (Einasto) case one can
set an upper (a lower) limit on ↵ – this is simply be-
cause for r ⌧ r

s

, @ log ⇢
DM

/@ log r = �↵ for NFW and
@ log ⇢

DM

/@ log r = �2(r/r
s

)↵ for Einasto. Therefore,
unlike in the NFW case, a larger ↵ for the Einasto pro-
file corresponds to a faster roll of the slope to 0 as r ! 0
and thus a less steep profile.

Deviations from spherical symmetry can in principle
a↵ect the constraints. By modelling an NFW oblate halo
as detailed in Section II, we obtain the exclusion curve
labelled “q=0.7” in Figure 3 (left) for the case of model
1: at first glance this constraint appears weaker than
the spherical one, but it should be noted that an oblate
profile corresponds to a higher ⇢0 (about 20% higher ac-
cording to [52]). Departures from spherical symmetry are
therefore not able to weaken significantly our constraints.

Up to now we have fixed the scale radius, galactocen-
tric distance and local circular velocity to the respective
fiducial values, r

s

= 20 kpc, R0 = 8.0 kpc, v0 = 230
km/s. These astrophysical parameters, whose uncertain-
ties are sizeable, a↵ect in distinct ways our calculations.
The scale radius r

s

, for instance, sets the concentration
of the DM profile; the smaller r

s

the larger the DM con-
tribution to the rotation curve. On the other hand, a
smaller R0 shrinks the bulge and the disk leading to an
increase in the bulge central density to produce the same
optical depth; however, a smaller R0 also leads to a less
constraining v

c

data set so that overall the larger R0

the more aggressive our DM constraints. The local cir-
cular velocity v0, instead, sets essentially the plateau of
the rotation curve and thus tighter constraints result for
smaller v0.

In view of these considerations and using the ranges for
r
s

, R0 and v0 outlined in Sections II and IV (r
s

= 20+15
�10

kpc, R0 = 8.0± 0.5 kpc, v0 = 230± 30 km/s), we define
three astrophysical setups: (i) conservative, with r

s

= 35
kpc, R0 = 7.5 kpc, v0 = 260 km/s; (ii) mean, with
r
s

= 20 kpc, R0 = 8.0 kpc, v0 = 230 km/s; and (iii)

aggressive, with r
s

= 10 kpc, R0 = 8.5 kpc, v0 = 200
km/s. The mean configuration was used in Figures 2
and 3. Figure 4 shows the e↵ect of adopting the con-
servative or aggressive setups on the derived DM upper
limits for the generalised NFW profile. For simplicity
we only show the upper limits encompassed by all mod-
els, instead of individual constraints. We see from this
Figure that, for reasonable local DM densities, an NFW
profile in line with the findings of numerical simulations
can only be (barely) excluded at the expenses of push-
ing some astrophysical parameters to somewhat extreme
values (in particular v0 = 200 km/s). We are thus led to
the conclusion that the results of Ref. [31] do not hold,
given the available microlensing and dynamical data and
our present knowledge on astrophysical parameters such
as r

s

, R0 or v0.

NFW
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mean
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FIG. 4: The bracketing of the 2� upper limits on the Dark
Matter distribution parameters ⇢0 and ↵ for the generalised
NFW profile and three astrophysical setups: conservative
(dashed; rs = 35 kpc, R0 = 7.5 kpc, v0 = 260 km/s), mean
(solid; rs = 20 kpc, R0 = 8.0 kpc, v0 = 230 km/s) and aggres-
sive (dotted; rs = 10 kpc, R0 = 8.5 kpc, v0 = 200 km/s). The
two lines for each setup encompass the upper limits set using
the baryonic models 1–5. In particular, the mean shadowed
area as well as the shadowed rectangle are the same as in the
left frame of Figure 3.

B. Determination of (⇢0,↵)

Models 1–4 include no gas component, which in prin-
ciple makes the corresponding exclusion curves in Figure
3 conservative. Model 5, instead, includes a gas disk and
therefore we can go one step further and ask which DM
parameters (⇢0,↵) provide the best fit to the measured
rotation curve.
The results of this fitting procedure are shown by the

contours (corresponding to ��2 = 2.30, 6.18 for a two-
parameters fit) in Figure 5: for DM parameters inside
the contours, model 5 manages to explain both the mi-
crolensing optical depth towards the bulge and the rota-
tion curve of our Galaxy. It is interesting (and reassur-
ing) that the contours fall nicely on top of the expected
ranges indicated by the shadowed rectangles. In partic-
ular, we find

⇢0 = 0.20� 0.55 GeV/cm3 (16)

at 1� for both generalised NFW and Einasto, which is
consistent with previous estimates obtained with di↵er-
ent techniques [42, 51].
We have also tested the adiabatic contraction model

of Ref. [57] (outlined in Section II and equation (8)) in
the case of the NFW profile. Using once again model

Ullio, Catena 2009

Figure 6: Marginal posterior pdf for the local Dark Matter density.Top left panel: assuming an Einasto
profile and applying all the constraints. Top right panel: assuming an Einasto profile and applying
different subsets of constraints. Global constraints include M(< 50kpc), M(< 100kpc) and Σ|z|<1.1kpc.
Tracers constraints include the local standard of rest data, the terminal velocities and data referring to
the high mass star forming regions. Bottom left panel: assuming a NFW profile and applying all the
constraints. Bottom right panel: assuming a Burkert profile and applying all the constraints. Curves
and bars have the same meaning as in the previous plots.

16

ar
X

iv
:0

90
7.

00
18

v2
  [

as
tro

-p
h.

CO
]  

30
 Ju

l 2
00

9

SISSA 34/2009/EP

A novel determination of the local dark
matter density

Riccardo Catenaa

Piero Ulliob

a,bSISSA, Scuola Internazionale Superiore di Studi Avanzati,

Via Beirut 2-4, I-34014 Trieste, Italy and

INFN, Istituto Nazionale di Fisica Nucleare,

Sezione di Trieste, I-34014 Trieste, Italy

Abstract

We present a novel study on the problem of constructing mass models for the

Milky Way, concentrating on features regarding the dark matter halo component.

We have considered a variegated sample of dynamical observables for the Galaxy,

including several results which have appeared recently, and studied a 7- or 8-

dimensional parameter space - defining the Galaxy model - by implementing a

Bayesian approach to the parameter estimation based on a Markov Chain Monte

Carlo method. The main result of this analysis is a novel determination of the

local dark matter halo density which, assuming spherical symmetry and either an

Einasto or an NFW density profile is found to be around 0.39 GeV cm−3 with a 1-σ

error bar of about 7%; more precisely we find a ρDM (R0) = 0.385±0.027GeV cm−3

for the Einasto profile and ρDM (R0) = 0.389±0.025GeV cm−3 for the NFW. This

is in contrast to the standard assumption that ρDM(R0) is about 0.3 GeV cm−3

with an uncertainty of a factor of 2 to 3. A very precise determination of the

local halo density is very important for interpreting direct dark matter detection

experiments. Indeed the results we produced, together with the recent accurate

determination of the local circular velocity, should be very useful to considerably

narrow astrophysical uncertainties on direct dark matter detection.

aEmail: catena@sissa.it
bEmail: ullio@sissa.it
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the dispersion. Errors in quantities which are calculated
using the fitted parameters are computed by considering
propagation through the corresponding equations.

5. The Best-Fit Galactic Parameters and

Rotation Curve

Table 5.2 shows the best-fit parameters for individual
mass components of the Galaxy, and figures 5 and 6 show
the calculated rotation curves from these parameters.

5.1. Radii and Masses of the Bulge and Disk

The scale radius, i.e. the half-projected-mass radius,
ab = 522 pc, and the total mass Mb = 1.652× 1010M! of
the bulge are consistent with those given in the literature.
The disk scale radius ad = 3.19 kpc is within the range of
often quoted values, and the disk mass of is Md = 3.41×
1010M!. The bulge-to-disk mass ratio is Mb/Md = 0.48.
This ratio is closer to that for Sbc galaxies: it is 1.0 for Sb
and 0.38 for Sbc galaxies (Koeppen and Arimoto 1997).

5.2. Dark halo radius and density

The best fit scale radius of the dark halo was obtained
to be

h = 12.53± 0.88 kpc, (20)

and the scale (representative) density

ρ0 = (1.06± 0.14)× 10−2M!pc−3 (21)

or

ρ0 = 0.403± 0.051 GeV cm−3, (22)

which give the least ξ value of

ξ = 9.6 km s−1 (23)

The local value near the Sun at R = 8 kpc is estimated
to be

ρ!0 = (6.12± 0.80)× 10−3M! pc−3, (24)

or

ρ!0 = 0.235± 0.030 GeV cm−3. (25)

6. Discussion

6.1. The Grand Rotation Curve

We have constructed the grand rotation curve of the
Milky Way Galaxy using the data compiled in Paper I
as well as by adding the most recent accurate measuring
results. The grand rotation curve cover covers a wide area
from the Galactic Center to the Local Group space. The
curve well coincides with the circular velocity curve by
Xue et al. (2008) from 7.5 to 55 kpc.

By the least-squares fitting to the thus obtained ro-
tation curve within the boundary of the Milky Way at
R ∼ 400 kpc, the parameters of the three mass compo-
nents, the de Vaucouleurs bulge, exponential disk and
dark halo with NFW profile, were determined at high ac-
curacy.

The fitting was obtained more quantitatively and ac-
curately compared to our earlier works (Paper I, II) by
removing the artificial assumption of the critical radius at
which the dark halo contribution becomes equal to that
from the disk. The resulting fitting parameters are listed
in table 5.2, and the fitted rotation curve is shown in fig-
ures 5 and 6.

6.2. The Best-Fit Rotation Curve

In the linear representation in figure 5, the calculated
rotation curve well reproduces the observed data, except
for the wavy and bumpy behaviors, which are attributable
to local rings and/or arm structures as discussed in Paper
I. The fitting seems satisfactory almost equally both in the
two cases with and without including the dark halo. In
other words, it is difficult to discuss the dark halo problem
using the current rotation curves up to R ∼ 20− 30 kpc.

Obviously the logarithmic expression in figure 6 makes
it much easier to discriminate the dark halo contribution.
Comparison of figures 5 and 6 demonstrates how the grand
rotation curve is efficient and essential to discuss the dark
halo in the Milky Way. The NFW model appears to re-
produce the observations sufficiently well within the data
scatter.

Another interesting fact is that the most inner part at
R<0.2 kpc systematically deviates from the observations:
the observations more rapidly decrease toward the nucleus
than the model. This indicates that the de Vaucouleurs
law may not be the best expression of the innermost mass
distributione.

6.3. The Galactic Parameters

Table 5.2 summarizes the obtained parameters by the
present analysis, and figures 5 and 6 show the fitted ro-
tation curves. The parameters for the bulge is not much
different from the current works, because the correspond-
ing rotation profile at R∼ 1 kpc has a steep peak and the
least square fitting is more independent and effective com-
pared to the fit to other extended components like the disk
and halo. The total mass of the bulge and disk system,
Mb+d =Mb+Md =5.06×1010M!, is larger than the dark
mass Mh(R≤R0)∼ 2.75×1010M! inside the solar circle.
The bulge-to-disk mass ratio was found to be 0.48 is closer
to that for Sbc (0.38: Koeppen and Arimoto (1997)). Our
Galaxy may be, thus, a slightly late Sb galaxy.

We here confirm that the total mass of the bulge, disk
and the dark halo within the solar circle Mb+d +Mh(R ≤
R0) = 7.8× 1010M! % MG. is comparable to the simple
spherical mass estimate for V0 = 200 km s−1at R0 = 8
kpc, MG =R0V 2

0 /G=7.44×1010M!. The presently larger
value is mainly due to the disk effect, and partly due to
extended bulge and disk components beyond the solar cir-
cle.

Xue et al. (2008) obtained total mass of 4.0 ± 0.7 ×
1011M! within R = 60 kpc, which corresponds to 3.6×
1011M! for V0 =200 km s−1. In our fitting result, the total
mass within 60 kpc is calculated to be 2.4±0.4×1011M!,
and is consistent with their value within the error.

Sofue 2011
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Fig. 5. Least-squares fit by bulge, disk and dark halo to the grand rotation curve. Thick line represents the fitted rotation curve,
and thin lines show individual contributions from bulge, disk and halo. Observed velocities V (Ri) are shown by open circles, and
the most recent accurate results from VERA (Honma et al. 2007; Oh et al. 2010) are shown by squares.
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Fig. 6. Same as figure 5, but in logarithmic scaling displaying up to 1 Mpc. The dark halo is satisfactorily fitted by the NFW
model. This figure demonstrates that a grand rotation curve up to ∼ 1 Mpc is essential in order to quantitatively analyze the dark
halo.

sion measure is much smaller than the observed value
of ∼ ×10−2pc cm2 toward the North Galactic Pole by
ROSAT (Sidher et al. 1999; McCammon et al. 2002).
Hence, it is possible that the apparently ’missing’ baryons
are in the form of hot halo gas, and are already ’seen’ in
the ROSAT X-ray background emission, sharing its small
portion.
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Astrophysics model: local density

4 P. Salucci et al.: Dark Matter density at the Sun’s location

maximal value and it corresponds, out to R�, to a solid body
halo profile: Vh / R↵h with ↵h = 1. Instead, all mass model-
ing performed so far for the MW and for external galaxies have
found a lower value ↵h(3RD)  0.8, which yields �M = 0.77.
We can also set a lower limit for the disk mass, i.e. �m: first,
the microlensing optical depth to Baade’s Window constrains
the baryonic matter within the solar circle to be greater than
3.9 1010M� (McMillan, Binney 2009). Moreover, the MW disk
B-band luminosity LB = 2 ⇥ 1010L� coupled with the very rea-
sonable value MD/LB = 2 again implies MD ' 4 1010M�. All
this implies �m = �M/1.3 ' 0.65.3 We thus take � = 0.72+0.05

�0.07 as
reference range.

Using the reference values, we get

⇢� = 0.43
GeV
cm3

"
1 + 2.9↵� � 0.64

✓
� � 0.72

◆
+ 0.45

✓
r�D � 3.4

◆

� 0.1
 

z0

kpc
� 0.25

!
+ 0.10

✓
q � 0.95

◆

+ 0.07
 

!

km/s kpc
� 30.3

! #
. (11)

This equation, which is the main result of our paper, estimates
the DM density at the Sun’s location in an analytic way, in terms
of the involved observational quantities at their present status
of knowledge. The equation is written in a form such that, for
the present reference values of these quantities, the term in the
square brackets on the r.h.s equals 1, so that the central result is
⇢� = 0.43 GeV/cm3. As such, the determination is ready to ac-
count for future changes, improved measurement or any choice
of ↵�, �, z0, !, r�D, q di↵erent from the reference values adopted
here, by simply inserting them in the r.h.s. of eq (11).

The next step is to estimate the uncertainty in the present de-
termination of ⇢�, which is triggered entirely by the uncertainties
of the quantities entering the determination. From equation (11)
and the allowed range of values discussed above, we see that
the main sources of uncertainty are ↵�, � and r�D, which appear
in the first line. The other parameters give at most variations of
2-3%, and can be neglected in the following.

Then, first, it is illustrative to consider ↵�, � and r�D as inde-
pendent quantities. We thus have:

⇢� =
✓
0.43 ± 0.094(↵�) ⌥ 0.016(�) ± 0.096(r�D)

◆GeV
cm3 , (12)

where A(x) means that A is the total e↵ect due to the possible
span of the quantity x.

At this point, we can go one step further, assuming that the
MW is a typical spiral, and using recent results for the distribu-
tion of matter in external galaxies, namely that DM halos around
spirals are self similar (Salucci et al. 2007) and that the frac-
tional amount of stellar matter � shapes the rotation curve slope
↵� (Persic, Salucci 1990):

� = 0.72 � 0.95↵� . (13)

3 While these constraints of the disk mass reduce the uncertainty in
the present determination of ⇢�, they improve the performance of the
traditional method very little, where the uncertainties in the disk mass
value do not trigger the most serious uncertainties of the mass modeling,
as discussed in the Introduction.

Using this relation in equation (11) we find (neglecting the irrel-
evant q and z0 terms)

⇢� = 0.43
GeV
cm3

"
1 + 3.5↵� + 0.45

✓
r�D � 3.4

◆
+

+ 0.07
 

!

km/s kpc
� 30.3

! #
. (14)

From the current known uncertainties, with the estimated range
of ↵�, we find

⇢� =
✓
0.430 ± 0.113(↵�) ± 0.096(r�D)

◆GeV
cm3 . (15)

This is our final estimate, which is somewhat higher than pre-
vious determinations. Its uncertainty mainly reflects our poor
knowledge of the velocity slope ↵� and the uncertainty in the
galactocentric Sun distance.

3. Discussion and conclusion

In this work we have provided a model-independent kinemati-
cal determination of ⇢�. The method proposed here derives ⇢�
directly from the solution of the equation of centrifugal equi-
librium, by estimating the di↵erence between the ‘total’ density
and that of the stellar component.

The method leads to an optimal kinematical determination
of ⇢�, avoiding model-dependent and dubious tasks mandatory
with the standard method, i.e., a) to assume a particular DM den-
sity profile and a specific dynamical status for the tracers of the
gravitational potential, b) to deal with the non-negligible uncer-
tainties of the global MW kinematics, c) to uniquely disentangle
the flattish RC into the di↵erent bulge/disk/halo components.

While the measure of ⇢� can be performed in an ingenious
way, it cannot escape the fact that it ultimately depends at least
on three local quantities, the slope of the circular velocity at the
Sun, the fraction of its amplitude due to the DM, and the ratio be-
tween the Sun galactocentric distance and the disk scale-length,
whose uncertainty unavoidably propagates in the result.

Two of these three quantities can be related by noting that the
MW is a typical Spiral and using the relations available for these
kind of galaxies (Salucci et al. 2007), so that the final uncertainty
can be slightly reduced.

We found that some oblateness of the DM halo and the small
finite thickness of the stellar disk play a limited role in the mea-
sure. However, we took them into account by the simple correc-
tion terms described.

The resulting local DM density that we find, ⇢� = (0.43 ±
0.11(↵�) ± 0.10(r�D)) GeV/cm3, is still consistent with previous
determinations, or slightly higher. However, the determination is
free from theoretical assumptions and can be easily updated by
means of equation (11) as the relevant quantities will become
better known.4

A final comment is in order. The values of ⇢� found in pre-
vious studies by means of the traditional methods (e.g. Sofue
et al. 2009; Weber, de Boer 2009) di↵er among themselves and
also from the present value only by a small factor. This rela-
tively good agreement in the values does not imply a concor-
dance in the underlying mass models, in the various assumptions
taken or in the data set employed, but is mainly due to the fact

4 Again, in the traditional method most of the uncertainty in the mea-
sure of ⇢� discussed in the Introduction cannot be overcome by having
more and better data.
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FIG. 5: Constraints on the Dark Matter distribution parameters ⇢0 and ↵ for a generalised NFW (left) and an Einasto (right)
profile using the baryonic model 5. The thick dot-dashed curve is the 2� constraint already shown in Figure 3, while the
contours show the parameter space producing a good fit to the rotation curve (��2 = 2.30, 6.18) with the best-fit configuration
indicated by the cross. The shadowed rectangle encompasses the ranges of profile slopes found in numerical simulations and the
values of ⇢0 found in the recent literature (see Section II), while the red filled circle in the left frame marks the parameter set
(⇢0 = 0.4 GeV/cm3,↵ = 1.0) used to produce Figure 2. The empty up-triangle, circle and down-triangle in the left frame show
the local density and shape of the DM profile upon adiabatic contraction of the initial profile indicated by the corresponding
filled symbols. The adiabatic contraction was applied using model 5 to fix the baryonic distribution Mb(< r), that entails
fb = 5.2%, 4.0%, 3.0% for the up-triangle, circle and down-triangle, respectively. In both frames we have fixed rs = 20 kpc,
R0 = 8.0 kpc and v0 = 230 km/s.

5 for the baryonic component, we have contracted the
initial profiles indicated in Figure 5 (left) by the filled
up-triangle, circle and down-triangle with f

b

= M
b

(<
200 kpc)/M

tot

(< 200 kpc) = 5.2%, 4.0%, 3.0%, respec-
tively. The final DM profile turns out to be well fitted by
a generalised NFW function with parameters marked by
the empty symbols in the same Figure (the contracted
profile corresponding to the filled circle is indicated by
the red long-dashed line in the bottom right frame of
Figure 2). In particular, we find enhanced local DM den-
sities and slopes ↵ ' 1.6 � 1.7, which are slightly above
the value ↵ = 1.5 found elsewhere [73] (see also refer-
ences therein) but note that we are using the original
adiabatic contraction model [57] and not one of its refine-
ments [58, 59]. Although our analysis cannot rule out the
presence of adiabatically compressed profiles since they
depend on the initial total mass distribution and on the
specific baryonic model adopted, it definitely allows us to
claim that if the present-day DM profile is steeply rising
towards the centre, then the local DM density must be
small. For the specific case of ↵ = 1.5 (1.7) we find an
1� range ⇢0 ' 0.25� 0.35 (0.22� 0.30) GeV/cm3. Some
of the extreme models discussed in the literature, e.g. in
the context of indirect DM searches [73, 74], are therefore
found to be ruled out by a combination of microlensing
and dynamical observations.

VI. CONCLUSIONS

We have studied the constraints that microlensing and
dynamical observations can set on the distribution of
Dark Matter in the Galaxy, keeping into account all
experimental uncertainties. Starting from state-of-the-
art models for the galactic baryonic component, we have
rescaled them to match the observed microlensing optical
depth towards the galactic bulge, and compared the re-
sulting rotation curve with the one inferred from terminal
velocities of gas clouds and other kinematical probes.

This allowed us to revisit the compatibility of di↵erent
observational probes with the results that emerge from
numerical simulation in ⇤CDM cosmologies. We have
followed two di↵erent approaches. In the first one, we
have set conservative upper limits on the Dark Matter
local density and profile shape towards the centre of the
Galaxy, working with generalised NFW and Einasto pro-
files. The fiducial parameters usually adopted in the lit-
erature for both profiles have been found to be safely
within the allowed regions set by our analysis, contrary
to earlier claims of inconsistency between observations
and cuspy Dark Matter profiles.

In our second approach, we focussed on the only bary-
onic model among those discussed here that also contains

Iocco, Pato, Bertone, Jetzer 2010
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placed on the slope of the DM profile in our Galaxy: for
the fiducial density ⇢0 = 0.4 GeV/cm3, Figure 3 excludes
↵ & 1.5 (↵ . 0.06) for the generalised NFW (Einasto)
profile. Notice that in the NFW (Einasto) case one can
set an upper (a lower) limit on ↵ – this is simply be-
cause for r ⌧ r

s

, @ log ⇢
DM

/@ log r = �↵ for NFW and
@ log ⇢

DM

/@ log r = �2(r/r
s

)↵ for Einasto. Therefore,
unlike in the NFW case, a larger ↵ for the Einasto pro-
file corresponds to a faster roll of the slope to 0 as r ! 0
and thus a less steep profile.

Deviations from spherical symmetry can in principle
a↵ect the constraints. By modelling an NFW oblate halo
as detailed in Section II, we obtain the exclusion curve
labelled “q=0.7” in Figure 3 (left) for the case of model
1: at first glance this constraint appears weaker than
the spherical one, but it should be noted that an oblate
profile corresponds to a higher ⇢0 (about 20% higher ac-
cording to [52]). Departures from spherical symmetry are
therefore not able to weaken significantly our constraints.

Up to now we have fixed the scale radius, galactocen-
tric distance and local circular velocity to the respective
fiducial values, r

s

= 20 kpc, R0 = 8.0 kpc, v0 = 230
km/s. These astrophysical parameters, whose uncertain-
ties are sizeable, a↵ect in distinct ways our calculations.
The scale radius r

s

, for instance, sets the concentration
of the DM profile; the smaller r

s

the larger the DM con-
tribution to the rotation curve. On the other hand, a
smaller R0 shrinks the bulge and the disk leading to an
increase in the bulge central density to produce the same
optical depth; however, a smaller R0 also leads to a less
constraining v

c

data set so that overall the larger R0

the more aggressive our DM constraints. The local cir-
cular velocity v0, instead, sets essentially the plateau of
the rotation curve and thus tighter constraints result for
smaller v0.

In view of these considerations and using the ranges for
r
s

, R0 and v0 outlined in Sections II and IV (r
s

= 20+15
�10

kpc, R0 = 8.0± 0.5 kpc, v0 = 230± 30 km/s), we define
three astrophysical setups: (i) conservative, with r

s

= 35
kpc, R0 = 7.5 kpc, v0 = 260 km/s; (ii) mean, with
r
s

= 20 kpc, R0 = 8.0 kpc, v0 = 230 km/s; and (iii)

aggressive, with r
s

= 10 kpc, R0 = 8.5 kpc, v0 = 200
km/s. The mean configuration was used in Figures 2
and 3. Figure 4 shows the e↵ect of adopting the con-
servative or aggressive setups on the derived DM upper
limits for the generalised NFW profile. For simplicity
we only show the upper limits encompassed by all mod-
els, instead of individual constraints. We see from this
Figure that, for reasonable local DM densities, an NFW
profile in line with the findings of numerical simulations
can only be (barely) excluded at the expenses of push-
ing some astrophysical parameters to somewhat extreme
values (in particular v0 = 200 km/s). We are thus led to
the conclusion that the results of Ref. [31] do not hold,
given the available microlensing and dynamical data and
our present knowledge on astrophysical parameters such
as r

s

, R0 or v0.

NFW
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mean
aggressive
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FIG. 4: The bracketing of the 2� upper limits on the Dark
Matter distribution parameters ⇢0 and ↵ for the generalised
NFW profile and three astrophysical setups: conservative
(dashed; rs = 35 kpc, R0 = 7.5 kpc, v0 = 260 km/s), mean
(solid; rs = 20 kpc, R0 = 8.0 kpc, v0 = 230 km/s) and aggres-
sive (dotted; rs = 10 kpc, R0 = 8.5 kpc, v0 = 200 km/s). The
two lines for each setup encompass the upper limits set using
the baryonic models 1–5. In particular, the mean shadowed
area as well as the shadowed rectangle are the same as in the
left frame of Figure 3.

B. Determination of (⇢0,↵)

Models 1–4 include no gas component, which in prin-
ciple makes the corresponding exclusion curves in Figure
3 conservative. Model 5, instead, includes a gas disk and
therefore we can go one step further and ask which DM
parameters (⇢0,↵) provide the best fit to the measured
rotation curve.
The results of this fitting procedure are shown by the

contours (corresponding to ��2 = 2.30, 6.18 for a two-
parameters fit) in Figure 5: for DM parameters inside
the contours, model 5 manages to explain both the mi-
crolensing optical depth towards the bulge and the rota-
tion curve of our Galaxy. It is interesting (and reassur-
ing) that the contours fall nicely on top of the expected
ranges indicated by the shadowed rectangles. In partic-
ular, we find

⇢0 = 0.20� 0.55 GeV/cm3 (16)

at 1� for both generalised NFW and Einasto, which is
consistent with previous estimates obtained with di↵er-
ent techniques [42, 51].
We have also tested the adiabatic contraction model

of Ref. [57] (outlined in Section II and equation (8)) in
the case of the NFW profile. Using once again model

Ullio, Catena 2009

Figure 6: Marginal posterior pdf for the local Dark Matter density.Top left panel: assuming an Einasto
profile and applying all the constraints. Top right panel: assuming an Einasto profile and applying
different subsets of constraints. Global constraints include M(< 50kpc), M(< 100kpc) and Σ|z|<1.1kpc.
Tracers constraints include the local standard of rest data, the terminal velocities and data referring to
the high mass star forming regions. Bottom left panel: assuming a NFW profile and applying all the
constraints. Bottom right panel: assuming a Burkert profile and applying all the constraints. Curves
and bars have the same meaning as in the previous plots.
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Abstract

We present a novel study on the problem of constructing mass models for the

Milky Way, concentrating on features regarding the dark matter halo component.

We have considered a variegated sample of dynamical observables for the Galaxy,

including several results which have appeared recently, and studied a 7- or 8-

dimensional parameter space - defining the Galaxy model - by implementing a

Bayesian approach to the parameter estimation based on a Markov Chain Monte

Carlo method. The main result of this analysis is a novel determination of the

local dark matter halo density which, assuming spherical symmetry and either an

Einasto or an NFW density profile is found to be around 0.39 GeV cm−3 with a 1-σ

error bar of about 7%; more precisely we find a ρDM (R0) = 0.385±0.027GeV cm−3

for the Einasto profile and ρDM (R0) = 0.389±0.025GeV cm−3 for the NFW. This

is in contrast to the standard assumption that ρDM(R0) is about 0.3 GeV cm−3

with an uncertainty of a factor of 2 to 3. A very precise determination of the

local halo density is very important for interpreting direct dark matter detection

experiments. Indeed the results we produced, together with the recent accurate

determination of the local circular velocity, should be very useful to considerably

narrow astrophysical uncertainties on direct dark matter detection.

aEmail: catena@sissa.it
bEmail: ullio@sissa.it
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the dispersion. Errors in quantities which are calculated
using the fitted parameters are computed by considering
propagation through the corresponding equations.

5. The Best-Fit Galactic Parameters and

Rotation Curve

Table 5.2 shows the best-fit parameters for individual
mass components of the Galaxy, and figures 5 and 6 show
the calculated rotation curves from these parameters.

5.1. Radii and Masses of the Bulge and Disk

The scale radius, i.e. the half-projected-mass radius,
ab = 522 pc, and the total mass Mb = 1.652× 1010M! of
the bulge are consistent with those given in the literature.
The disk scale radius ad = 3.19 kpc is within the range of
often quoted values, and the disk mass of is Md = 3.41×
1010M!. The bulge-to-disk mass ratio is Mb/Md = 0.48.
This ratio is closer to that for Sbc galaxies: it is 1.0 for Sb
and 0.38 for Sbc galaxies (Koeppen and Arimoto 1997).

5.2. Dark halo radius and density

The best fit scale radius of the dark halo was obtained
to be

h = 12.53± 0.88 kpc, (20)

and the scale (representative) density

ρ0 = (1.06± 0.14)× 10−2M!pc−3 (21)

or

ρ0 = 0.403± 0.051 GeV cm−3, (22)

which give the least ξ value of

ξ = 9.6 km s−1 (23)

The local value near the Sun at R = 8 kpc is estimated
to be

ρ!0 = (6.12± 0.80)× 10−3M! pc−3, (24)

or

ρ!0 = 0.235± 0.030 GeV cm−3. (25)

6. Discussion

6.1. The Grand Rotation Curve

We have constructed the grand rotation curve of the
Milky Way Galaxy using the data compiled in Paper I
as well as by adding the most recent accurate measuring
results. The grand rotation curve cover covers a wide area
from the Galactic Center to the Local Group space. The
curve well coincides with the circular velocity curve by
Xue et al. (2008) from 7.5 to 55 kpc.

By the least-squares fitting to the thus obtained ro-
tation curve within the boundary of the Milky Way at
R ∼ 400 kpc, the parameters of the three mass compo-
nents, the de Vaucouleurs bulge, exponential disk and
dark halo with NFW profile, were determined at high ac-
curacy.

The fitting was obtained more quantitatively and ac-
curately compared to our earlier works (Paper I, II) by
removing the artificial assumption of the critical radius at
which the dark halo contribution becomes equal to that
from the disk. The resulting fitting parameters are listed
in table 5.2, and the fitted rotation curve is shown in fig-
ures 5 and 6.

6.2. The Best-Fit Rotation Curve

In the linear representation in figure 5, the calculated
rotation curve well reproduces the observed data, except
for the wavy and bumpy behaviors, which are attributable
to local rings and/or arm structures as discussed in Paper
I. The fitting seems satisfactory almost equally both in the
two cases with and without including the dark halo. In
other words, it is difficult to discuss the dark halo problem
using the current rotation curves up to R ∼ 20− 30 kpc.

Obviously the logarithmic expression in figure 6 makes
it much easier to discriminate the dark halo contribution.
Comparison of figures 5 and 6 demonstrates how the grand
rotation curve is efficient and essential to discuss the dark
halo in the Milky Way. The NFW model appears to re-
produce the observations sufficiently well within the data
scatter.

Another interesting fact is that the most inner part at
R<0.2 kpc systematically deviates from the observations:
the observations more rapidly decrease toward the nucleus
than the model. This indicates that the de Vaucouleurs
law may not be the best expression of the innermost mass
distributione.

6.3. The Galactic Parameters

Table 5.2 summarizes the obtained parameters by the
present analysis, and figures 5 and 6 show the fitted ro-
tation curves. The parameters for the bulge is not much
different from the current works, because the correspond-
ing rotation profile at R∼ 1 kpc has a steep peak and the
least square fitting is more independent and effective com-
pared to the fit to other extended components like the disk
and halo. The total mass of the bulge and disk system,
Mb+d =Mb+Md =5.06×1010M!, is larger than the dark
mass Mh(R≤R0)∼ 2.75×1010M! inside the solar circle.
The bulge-to-disk mass ratio was found to be 0.48 is closer
to that for Sbc (0.38: Koeppen and Arimoto (1997)). Our
Galaxy may be, thus, a slightly late Sb galaxy.

We here confirm that the total mass of the bulge, disk
and the dark halo within the solar circle Mb+d +Mh(R ≤
R0) = 7.8× 1010M! % MG. is comparable to the simple
spherical mass estimate for V0 = 200 km s−1at R0 = 8
kpc, MG =R0V 2

0 /G=7.44×1010M!. The presently larger
value is mainly due to the disk effect, and partly due to
extended bulge and disk components beyond the solar cir-
cle.

Xue et al. (2008) obtained total mass of 4.0 ± 0.7 ×
1011M! within R = 60 kpc, which corresponds to 3.6×
1011M! for V0 =200 km s−1. In our fitting result, the total
mass within 60 kpc is calculated to be 2.4±0.4×1011M!,
and is consistent with their value within the error.

Sofue 2011
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Fig. 5. Least-squares fit by bulge, disk and dark halo to the grand rotation curve. Thick line represents the fitted rotation curve,
and thin lines show individual contributions from bulge, disk and halo. Observed velocities V (Ri) are shown by open circles, and
the most recent accurate results from VERA (Honma et al. 2007; Oh et al. 2010) are shown by squares.
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Fig. 6. Same as figure 5, but in logarithmic scaling displaying up to 1 Mpc. The dark halo is satisfactorily fitted by the NFW
model. This figure demonstrates that a grand rotation curve up to ∼ 1 Mpc is essential in order to quantitatively analyze the dark
halo.

sion measure is much smaller than the observed value
of ∼ ×10−2pc cm2 toward the North Galactic Pole by
ROSAT (Sidher et al. 1999; McCammon et al. 2002).
Hence, it is possible that the apparently ’missing’ baryons
are in the form of hot halo gas, and are already ’seen’ in
the ROSAT X-ray background emission, sharing its small
portion.
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Honma at NDM12

(expect even better at VERA completion and 
with GAIA)

The most direct method, requiring only local 
measurements of the disk contribution and the 
slope of rotation curve at the Sun’s distance. 
Now even more precise with preliminary VERA 
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The velocity factor .⌘(E, t) =
Z

v>vmin(E)

f(~v, t)
v

d3v

• If            is non-truncated Maxwellian in detector frame,
            is exponential in ⌘(E, t)
f(E, t)

E

•              depends on time (unless WIMPs move with detector)⌘(E, t)

Drukier, Freese, Spergel 1986

⌘(E, t) =⌘0(E)+

⌘m(E) cos !(t� t0)

Example: annual modulation

Astrophysics model: velocity distribution
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Inclusion of baryonic disk may lead to a dark disk

Astrophysics model: velocity distribution

Read, Lake, Agertz, De Battista 2008
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Figure 1. (Left column) Normalized velocity distributions for di↵erent dark matter halos, in the galactic frame (top) and with
respect to the Sun (bottom). Black dotted : standard Maxwellian halo, Blue thin dashed : slowly rotating Tsallis halo, Red
dashed : halo with a strong dark disc, Green solid : halo with a mild dark disc and ⇢D/⇢H = 1/3, Green dashed : halo with
a mild dark disc and ⇢D/⇢H = 1/1. (Right column) Enhancement of the phase-space distribution compared to the standard
Maxwellian halo, for the same halos, as a function of the velocity. See text (Section III) for the parameters of the Tsallis,
strong and mild dark disc halo models.

The failure of this extraction and extrapolation is re-
lated to the fact that equilibrated dark matter haloes
show systematic deviations from Maxwell-Boltzmann
statistics. The presence of a long-range gravitational
force suggests that this kind of system is better described
by the nonextensive Tsallis statistics [21, 22]. Indeed,

for the DM particles in a spherical shell around 8 kpc
in Ref. [20], the velocity distribution is very well fit
by a Tsallis distribution with parameters q ' 0.8 and
v0 = 265 km/s. We recall that the Tsallis distribution is

  Standard
Maxwellian

Slowly-rotating
   Tsallis

dark halo+disk (1:1 Maxwellian)

dark halo+disk
          (1:1 Tsallis)

dark halo
  +disk (3:1
      Tsallis)

Astrophysics model: velocity distribution
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Astrophysics model: velocity distribution
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Figure 2. Direct detection - Elastic scenario : DAMA allowed regions in the elastic scenario compared with exclusion limits of
CDMS and XENON, in the case of a standard Maxwellian halo (top left), a slowly co-rotating Tsallis halo (top right), a strong
Maxwellian dark disc halo (bottom left), and a mild Tsallis dark disc halo (bottom right). DAMA contours are given at the 90,
99 and 99.9% CL. Stars indicate local best-fit points. All other exclusion curves are at the 99.9% CL.

physics factors, and ⌘(ER, t) is the mean inverse veloc-
ity of incoming DM particles that can deposit a recoil
energy ER. The time dependence of the velocity distri-
bution is induced by the motion of the Earth around the
Sun, which leads to a seasonal modulation of the event
rate [25, 26].

Here we consider both the elastic and the inelastic scat-

tering scenarios. The cross-section factor is written as

d�

dER
=

MN�0
n

2µ2
n

⇣
Zfp + (A� Z)fn

⌘2

f2
n

F 2(ER) , (5)

where MN ' AMn is the mass of the target nucleus
with atomic number A and Z protons, µn is the re-
duced WIMP/nucleon mass, �0

n is the zero momentum

Standard Co-rotating Tsallis
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Astrophysics model
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Figure 1. (Left column) Normalized velocity distributions for di↵erent dark matter halos, in the galactic frame (top) and with
respect to the Sun (bottom). Black dotted : standard Maxwellian halo, Blue thin dashed : slowly rotating Tsallis halo, Red
dashed : halo with a strong dark disc, Green solid : halo with a mild dark disc and ⇢D/⇢H = 1/3, Green dashed : halo with
a mild dark disc and ⇢D/⇢H = 1/1. (Right column) Enhancement of the phase-space distribution compared to the standard
Maxwellian halo, for the same halos, as a function of the velocity. See text (Section III) for the parameters of the Tsallis,
strong and mild dark disc halo models.

The failure of this extraction and extrapolation is re-
lated to the fact that equilibrated dark matter haloes
show systematic deviations from Maxwell-Boltzmann
statistics. The presence of a long-range gravitational
force suggests that this kind of system is better described
by the nonextensive Tsallis statistics [21, 22]. Indeed,

for the DM particles in a spherical shell around 8 kpc
in Ref. [20], the velocity distribution is very well fit
by a Tsallis distribution with parameters q ' 0.8 and
v0 = 265 km/s. We recall that the Tsallis distribution is

  Standard
Maxwellian

dark halo+disk (1:1 Maxwellian)

dark halo+disk
          (1:1 Tsallis)

dark halo
  +disk (3:1
      Tsallis)
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Dark disk

The local density may be “known” within a factor of 2, 
but the velocity distribution is still an open question
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Astrophysics-independent approach
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Figure 14: Astrophysics independent comparison of CoGeNT and DAMA modulation amplitudes.

4.3.2 Summary of Halo-Independent Comparisons

A direct comparison of the modulated amplitude allows us to make interesting comparisons

between di↵erent experiments. The most direct, to CDMS-Ge, shows that the modulation is

compatible with CDMS, but only if the modulation is nearly 100%. As a consequence, the

modulation should be easily apparent in the CDMS data.

Ultimately, while there is a rough agreement between the size of the CoGeNT modulation

and the DAMA modulation, the energy range over which the modulation is spread seems

in conflict with previous interpretations [35] invoking a high Q
Na

, without disregarding a

modulation in an energy range which is statistically as significant as in the lower energy

range.

Indeed, as expected, the presence of modulation in the high energy range brings about

the greatest tensions overall. The absence of a signal at CDMS-Si requires the signal to be

highly modulated, while XENON100 should have seen a signal unless L
eff

is significantly

smaller than the measurements of [50].

Such comparisons are only in the context of SI scattering proportional to A2. Invoking

interference between protons and neutrons to alleviate XENON100 constraints would exacer-

bate tensions with CDMS-Si, and likely cannot address these questions. Other models, such

as SD couplings or iDM would fall outside this analysis, however.

Clearly, if the modulation in the high energy regime persists, any interpretation in terms

of spin-independent elastic scattering will be challenging.

5. Conclusions

The search for dark matter is a central element of modern astrophysics, modern cosmology

and particle physics. The discovery of particle dark matter is of such importance that any

claim must be corroborated by another experiment, and within a single experiment, before

it can be believed. The presence of modulation of events in the CoGeNT experiment makes
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Figure 7. Measured values of �g̃(vmin) from DAMA and CoGeNT compared to the exclusion limits
from other experiments. For the upper panels, no assumptions on the modulation fraction have
been made, for the lower panels, we assume that the modulation fraction is bounded by the red
line in the right panel of Figure 8. Even for weak assumptions on the modulation fraction, there
is significant tension between the di↵erent experiments, most notably it is impossible to find a DM
velocity distribution that describes the observed modulations and evades the bound from XENON100.

constrain �g̃(vmin). We consider therefore whether it is reasonable to make stronger assump-
tions about the modulation fraction and thus obtain more stringent experimental bounds.

5.1 Constraining the modulation fraction

We will now discuss what can be reasonably assumed about the modulation fraction given
known models of the galactic halo, and how it can be constrained once the velocity integral
has been measured. The predicted modulation fraction for various halo models are shown in
the left panel of Figure 8. We observe that for most values of vmin it is significantly below
100%. Note that a modulation fraction of 100% implies that no signal is observed at t0+0.5
yr, which is possible only if vmin > vesc + vE(t0 + 0.5 yr).

– 11 –
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FIG. 7: A comparison of measurements and constraints of the astrophysical observable g(v) [see

relevant expressions in (1),(2),(8)] for m
�

= 10 GeV: CoGeNT (blue), CDMS-Si (red, solid),

CDMS-Ge (green, dot-dashed), XENON10 - MIN L
eff

(purple, dashed), and XENON10 - MED

L
eff

(gray, dotted). CoGeNT values assume the events arise from elastically scattering dark

matter, while for other experiments, regions above and to the right of the lines are excluded at

90% confidence. The jagged features of the CDMS-Ge curve arise from the presence of the two

detected events.

how one quantifies a constraint. However, one can exploit the fact that g is a monotonically

decreasing function, so for our constraints, we simply assume that g(v) is constant below

v, and assume a Poisson limit on the integral of (8) from the experimental threshold to v.

However, other techniques could also be used, see the Appendix for more details.

This approach with a g � v plot has numerous advantages over the traditional m
�

� �

plots. It makes manifest what the relationships between the di↵erent experiments are in

terms of what v
min

-space is probed, and shows (for a given mass) whether tensions exist.

Moreover, the quantity g(v) is extremely tightly linked to the data, with only a rescaling

by form factor as in (8). Thus, unlike m
�

� � plots, which have a tremendous amount of

processing in them, this provides a direct comparison of experimental results on the same
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Astrophysics-independent approach

Gondolo Gelmini 1202.6359

Still depends on 
particle model

Analysis extends Fox, Liu, 
Weiner method to include 
energy response function
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Particle physics model
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✓
particle
physics
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�SI(E) + �SD(E)
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Spin-independent and spin-dependent cross sections

Reduced mass µ = mM/(m + M)

What force couples dark matter to nuclei?
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Particle physics model

• Supersymmetry

• Extra U(1) bosons

• Extended Higgs sector

• Effective operator approach

Exchange scalar, vector, pseudovector, ..... ? 
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Effective four-
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SD = ŝ�(0) ·

Z
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ĵSD(r) =
AX

i=1

⇥
G0

SD + G1
SD⌧3(i)

⇤
�(i) �(r� ri)

tion of the dominant !!0 multipole. For comparison this
modified momentum dependence of the isovector channel is
also given in Fig. 4 for the isotopes 19F and 29Si. The effect
of PCAC is to further reduce the rate near the end point by
13% for 19F and by 40% for 29Si.
Finally, as we have mentioned in Sec. II C, the coherent

contribution is described in terms of the nuclear form factor
F(u). This is described in terms of the gross properties "the
mass number A and the number of valence nucleons Aval in
the s-d shell# and the parameters $csm and % . For the nuclei
considered in this work the latter two parameters are given in
Table II. From this table we see that % is quite small, which
means that the approximation of Ref. &13', which puts the
nucleons of the three isotopes 19F, 23Na, and 29Si in the
lowest orbits allowed by the Pauli principle, is quite ad-
equate.
As a test of the reliability of the above form factor, Eq.

"42#, one can calculate the experimentally measured mean
square radius &29' (r2)!"6dF/dq2 evaluated at q!0. One
finds that within the 1s-0d model space this quantity is in-
dependent of the interaction employed. In fact it is easy to
show, using Eqs. "11# and "42#, that

(r2)!"3*#1.5#b2. "55#

Thus Eq. "54# and the values of * from Table II yield "in
fm’s#

(r2)1/2!2.55, 2.74, 2.93 for 19F,23Na,29Si, "56#

respectively, which compares well with the experimentally
determined values &29' "in fm’s#

(r2)1/2!2.90, 2.94, 3.09 for 19F, 23Na, 29Si, "57#

respectively. The small discrepancy is not troublesome since
the differential event rate is less sensitive to such parameters.
Using the results of our calculation, in Fig. 5 we plot the

square of the nuclear form factor, !F(u)!2, as a function of u
for the above three isotopes. As can be seen, the dependence
of !F(u)!2 on u is less dramatic compared to that of the spin
structure function "Fig. 4#. This is attributed to the fact that *
of Eq. "42# is approximately a factor of two smaller than the
corresponding term of the spin function.

V. SUMMARY AND CONCLUSIONS

In the present paper our main effort has focused on the
calculation of the spin contribution to the differential cross
section for supersymmetric dark matter detection in the case
of three light experimentally interesting targets 19F, 23Na,
and 29Si.
Our nuclear wave functions were obtained by shell model

calculations in the s-d shell using the Wildenthal interaction.
These wave functions accurately describe the relevant ex-
perimental data "low energy spectra and ground state mag-
netic moments#. So, we view the obtained spin matrix ele-
ments as sufficiently accurate.
The nuclear structure dependence of the differential cross

section is adequately described by a function S(u), u being
proportional to the energy transfer. This quantity, S(u), was
judiciously defined so that it is essentially static and depends
mildly on the parameters of supersymmetry. From this point
of view we find that the most favorable target is 19F which is
due to the fact that its spin matrix element is not quenched.
Furthermore, the various isospin channels add coherently.
For the other two nuclei, 23Na and 29Si, the spin matrix
element is suppressed but not unusually small.
We discussed in addition the dependence of the cross

FIG. 4. Isovector nuclear spin form factor F11(u) versus u, for
the isotopes, 19F (0.011+u+0.17), 23Na (0.015+u+0.30), and
29Si (0.021+u+0.50). The behavior of the other isospin structure
functions F,,! with , ,,!!0,1 is similar. In this figure we also plot
the function F11(u) for 19F and 29Si when PCAC effect is consid-
ered. u is related to the energy transfer Q via Eq. "12#.

FIG. 5. The square of the nuclear form factor !F(u)!2 versus u,
for the isotopes 19F, 23Na, and 29Si.
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What particle model for light WIMPs?
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What particle model for light WIMPs?

• It should have the cosmic cold dark matter density

• It should be stable or very long-lived (≳1024 yr)

• It should account for the CoGeNT and DAMA modulations

• It should be compatible with collider, astrophysics, etc. bounds

• Ideally, it would justify apparent incompatibilities between 
direct detection experiments

• Ideally, it would explain some excessive emissions possibly 
observed in Galactic gamma-ray and radio maps
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A few models of light dark matter*
ModelsModels References

S
U
S
Y

MSSM neutralino .....; Griest 1988; Gelmini, Gondolo, Roulet 1989; Griest, Roszkowski 
1991; Bottino et al 2002-11; Kuflik, Pierce, Zurek 2010; Feldman, Liu, 
Nath 2010; Cumberbatch et al 2011; Belli et al 2011; .....S

U
S
Y

beyond-MSSM neutralino Flores, Olive, Thomas 1990; Gunion, Hooper, McElrath 2005; Belikov, 
Gunion, Hooper, Tait 2011; Belanger, Kraml, Lessa 1105.4878; ......

S
U
S
Y

sneutrino .....; An, Dev, Cai, Mohapatra 1110.1366; Cerdeno, Huh, Peiro, Seto 
1108.0978; .....

minimalist dark matter
(SM + real singlet scalar)
minimalist dark matter
(SM + real singlet scalar)

Veltman, Ydnurain 1989; Silveira, Zee 1985; McDonald 1994; Burgess, 
Pospelov, ter Veldhuis 2000; Davoudiasl, Kitano, Li, Murayama 2004; 
Andreas et al 2008-10; He, Tandean 1109.1267; .....

technicolor and aliketechnicolor and alike ....; Lewis, Pica, Sannino 1109.3513; .....

kinetically-mixed U(1)’kinetically-mixed U(1)’ .....; Foot 2003-10; Kaplan et al 1105.2073; An, Gao 1108.3943; 
Fornengo, Panci, Regis 1108.4661; Andreas, Goodsell, Ringwald 
1109.2869; Andreas 1110.2636; Feldman, Perez, Nath 
1109.2901; ......

baryonic U(1)’baryonic U(1)’ Gondolo, Ko, Omura; Cline, Frey 1109.4639; ......

dynamical DMdynamical DM Dienes, Thomas 1106.4546, 1107.0721

* 1-10 GeV WIMP; very incomplete references.
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So many theoretical models!

My suggestion: pay theorists more, so 
they do not need to work so much.
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